DRAFT VERSION SEPTEMBER 3, 2025
Typeset using IATEX twocolumn style in AASTeX631

GWTC-4.0: Constraints on the Cosmic Expansion Rate and Modified Gravitational-wave Propagation

THE LIGO SCIENTIFIC COLLABORATION, THE VIRGO COLLABORATION, AND THE KAGRA COLLABORATION

ABSTRACT

We analyze data from 142 of the 218 gravitational-wave (GW) sources in the fourth LIGO-Virgo—-KAGRA
Collaboration (LVK) Gravitational-Wave Transient Catalog (GWTC-4.0) to estimate the Hubble constant H
jointly with the population properties of merging compact binaries. We measure the luminosity distance and
redshifted masses of GW sources directly; in contrast, we infer GW source redshifts statistically through 1)
location of features in the compact object mass spectrum and merger rate evolution, and ii) identifying potential
host galaxies in the GW localization volume. Probing the relationship between source luminosity distances and
redshifts obtained in this way yields constraints on cosmological parameters. We also constrain parameterized
deviations from general relativity which affect GW propagation, specifically those modifying the dependence
of a GW signal on the source luminosity distance. Assuming our fiducial model for the source-frame mass
distribution and using GW candidates detected up to the end of the fourth observing run (O4a), together with
the GLADE+ all-sky galaxy catalog, we estimate Hy = 76.61‘51)?50 (76.61'%2:3) kms~' Mpc~!. This value is
reported as a median with 68.3% (90%) symmetric credible interval, and includes combination with the H)
measurement from GW 170817 and its electromagnetic counterpart. Using a parametrization of modified GW
propagation in terms of the magnitude parameter =y, we estimate =y = 1.21“8:2 (1.2f§‘_§), where Zg = 1
recovers the behavior of general relativity.

Keywords: Gravitational wave astronomy (675) — Gravitational wave sources (677) — Hubble constant (758) —
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1. INTRODUCTION

Obtaining independent measurements of the Hubble constant
(Hyp) is a major focus of gravitational-wave (GW) cosmol-
ogy, driven by the existing discrepancy between early Uni-
verse measurements from the cosmic microwave background
(CMB) radiation and local measurements from standardiz-
able sources such as Type Ia supernovae (SNe Ia). Mea-
surements of Hy made by the Planck Collaboration in the
Planck 2018 Data Release (Aghanim et al. 2020) and the Su-
pernovae HO for the Equation of State (SHOES) project with
the recalibration of supernovae by Large Magellanic Cloud
Cepheids (Riess et al. 2022) have now reached an ~8% dis-
crepancy with 2 50 credibility, although other local mea-
surements, including alternative methods of calibrating the
distance ladder, suggest a smaller tension (e.g., Di Valentino
& Brout 2024).

The possibility of using GW detections to infer cosmolog-
ical parameters, such as Hj, was first proposed by Schutz
(1986). GWs from compact binary coalescences (CBCs)
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serve as standard sirens (Holz & Hughes 2005), providing
a self-calibrated measure of luminosity distance that is in-
dependent of traditional methods such as the cosmic dis-
tance ladder. If combined with redshift information, GWs
can be used as probes of the luminosity distance-redshift
relation, which depends on the cosmological model and
its parameters. In this way GW sources may help to re-
solve the Hj discrepancy, and can also provide insights
into possible new physics beyond the standard Lambda
cold dark matter (ACDM) cosmological model (Bull et al.
2016; Perivolaropoulos & Skara 2022; Abdalla et al. 2022;
Di Valentino et al. 2025).

However, the redshift of a CBC source cannot be deter-
mined from the GW signal itself due to its degeneracy with
the binary source masses (Krolak & Schutz 1987). Sev-
eral methods have been proposed to break this degeneracy.
If a counterpart in the electromagnetic (EM) spectrum can
be uniquely associated to the GW event, the redshift of the
galaxy host can be determined via astronomical photometry
or spectroscopy (Holz & Hughes 2005; Abbott et al. 2017a;
Chen et al. 2018; Feeney et al. 2019): we will refer to such an
event as a bright siren. The only bright siren observed to date
is the binary neutron star (BNS) merger GW 170817 (Abbott
et al. 2017b), which, combined with coincident EM tran-
sients associated with the host galaxy NGC 4993 (Abbott
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et al. 2017c¢), provided the first bright standard siren mea-
surement of Hy (Abbott et al. 2017a). While we are waiting
for the next bright siren event, the steady increase of detec-
tions from binary black hole (BBH), neutron star-black hole
binary (NSBH) and other BNS candidates without confident
EM counterparts has driven forward other methods to mea-
sure Hy.

One approach relies on the presence of features in the
mass spectrum of binary compact objects to break the mass-
redshift degeneracy (Chernoff & Finn 1993; Markovic 1993;
Taylor et al. 2012; Farr et al. 2019; You et al. 2021; Mastro-
giovanni et al. 2021; Ezquiaga & Holz 2021, 2022), a method
we will refer to as the spectral siren method (also sometimes
called the population method). By making some assumptions
about the source-frame mass distribution of CBCs, the cos-
mological parameters are sampled together with a set of pop-
ulation parameters describing the source-frame mass distri-
bution and the CBC merger rate (distributions of other CBC
parameters, such as spins, may be included). This method
has been applied in Abbott et al. (2023a) to the BBH can-
didates reported in the Gravitational-Wave Transient Cata-
log (GWTC) 3.0 (Abbott et al. 2021b).

A second approach consists of supplementing the spec-
tral siren method with additional redshift information from
galaxy surveys (Schutz 1986; MacLeod & Hogan 2008;
Del Pozzo 2012; Nishizawa 2017; Fishbach et al. 2019;
Soares-Santos et al. 2019; Gray et al. 2020; Palmese et al.
2020; Abbott et al. 2021a; Finke et al. 2021a; Abbott et al.
2023a; Gair et al. 2023; Borghi et al. 2024; Bom et al. 2024).
We will refer to this as the dark siren method (also called
galaxy catalog method, or galaxy host identification method)
Alternative approaches to infer the source redshift, which
we will not consider in this work, take advantage of the
cross-correlation between the spatial distribution of GWs and
galaxies (Camera & Nishizawa 2013; Oguri 2016; Mukher-
jee et al. 2020, 2021b, 2024; Afroz & Mukherjee 2024; Fon-
seca et al. 2023; Zazzera et al. 2025; Ferri et al. 2024; Pedrotti
et al. 2025), the adoption of theoretical priors on the merger-
redshift distributions (Ding et al. 2019; Ye & Fishbach 2021),
and the use of tidal distortions of neutron stars (NSs) (Mes-
senger & Read 2012; Del Pozzo et al. 2017; Chatterjee et al.
2021).

In previous LIGO-Virgo—-KAGRA Collaboration (LVK)
analyses, it was possible to apply the dark siren method
to GWs only by fixing the population parameters to some
fiducial values, due to the computational challenges of sam-
pling the cosmological and population parameter space to-
gether with highly structured redshift information coming
from a galaxy catalog. However, as shown in Abbott et al.
(2023a), this made the results strongly dependent on the
assumed BBH source mass distribution parameters. These
challenges have recently been overcome in the latest version
of the codes used by the LVK, gwcosmo 3.0 (Gray et al.
2020,2022,2023) and icarogw 2 . 0 (Mastrogiovanni et al.
2023, 2024), from hereon simply referred to as gwcosmo
and icarogw. Both codes now implement the dark siren
method allowing marginalization over the GW population

parameters, while incorporating galaxy catalog information.
By applying this new method to the full set of publicly avail-
able LVK GW observations, we are able to obtain cosmolog-
ical constraints that are more robust to the systematic uncer-
tainties introduced by the population assumptions (Mastro-
giovanni et al. 2021; Abbott et al. 2023a).

The fourth observing run (04) of the LVK network of de-
tectors began on 2023 May 24 at 15:00:00 UTC, and included
the two Laser Interferometer Gravitational-Wave Observa-
tory (LIGO; Aasi et al. 2015) detectors in observing mode
after several upgrades that improved their sensitivity (Gana-
pathy et al. 2023; Jia et al. 2024; Capote et al. 2025), while
the Virgo (Acernese et al. 2015) and KAGRA (Akutsu et al.
2021) detectors did not join the observing run in order to con-
tinue commissioning (Abac et al. 2025b). The first part of
the fourth observing run (O4a) ended on 2024 January 16 at
16:00:00 UTC, and the accompanying version of the Gravi-
tational Wave Transient Catalog 4.0, hereafter referred to as
GWTC-4.0 (Abac et al. 2025b,c,d), contains all the candi-
dates reported in previous observing runs, which include the
first observing run (O1; Abbott et al. 2016), the second ob-
serving run (O2; Abbott et al. 2019a), and the third observ-
ing run (O3; Abbott et al. 2021b, 2023b, 2024), in addition
to the latest observations from O4a, for a total of 218 can-
didates. See Abac et al. (2025b) for a general introduction
to GWTC-4.0, and the articles presented in the GWTC-4.0
Focus Issue (Abac et al. 2025¢) for other aspects of this data
set.

In this paper we present an updated estimate of H using
the full population of BNS, NSBH, and BBH candidates re-
ported in GWTC-4.0. We select candidates for inclusion in
the analysis based on a false alarm rate (FAR) of less than
0.25 per year to reduce contamination from noise events.
This allows us to combine the bright siren event GW170817
with an additional 141 GW detections used as dark sirens to
obtain our final estimate of H.

In addition, we present constraints on deviations from
general relativity (GR) that affect the propagation of GWs
and which can be parametrized in terms of a modified
GW-EM luminosity-distance ratio (Belgacem et al. 2018a;
Ezquiaga 2021; Mancarella et al. 2022; Leyde et al. 2022;
Mastrogiovanni et al. 2023; Chen et al. 2024a). These con-
straints test the hypothesis that gravity behaves differently
from GR on cosmological scales, leading to a mistaken in-
ference of a dark energy component (see Clifton et al. 2012
for a comprehensive review of modified gravity models).

The remainder of this paper is organized as follows. In
Section 2 we present the spectral and dark siren statistical
methods adopted in this study to infer the cosmological and
population parameters. In Section 3 we detail the proper-
ties of the GW candidates and the galaxy catalog used. In
Section 4 we present the results of our analysis and the tests
made to check its robustness against systematic errors, while
in Section 5 we discuss how our results compare with the lit-
erature and the limitations of our analysis. In Section 6 we
present our conclusions.



Throughout this paper, unless otherwise stated, we assume
a flat- ACDM cosmology and the best-fit Planck-2015 value
of Q,, = 0.3065 for the fractional matter density in the cur-
rent epoch (Ade et al. 2016).

2. METHODS
2.1. Dark Sirens Statistical Framework

To infer cosmology and population—level properties of GW
sources from the observed event catalog, we employ a hi-
erarchical Bayesian framework (Mandel et al. 2019; Vitale
et al. 2020). The observed sample is modeled as resulting
from an inhomogeneous Poisson process in the presence of
selection effects, assuming statistically independent and non-
overlapping events. Each event in the catalog is described
by detector—frame parameters 0°t, which include the de-
tector—frame masses and GW luminosity distance, ot 5
{mget, mget, DEWY (where m{et > mget). For each event,
labeled by the index ¢, individual parameter constraints are
given in the form of samples from the posterior probabil-
ity p(0d9t|d ) for the parameters 6°" given the observed
data d;. These are assumed to be obtamed with a param-
eter estimation prior that we denote mpg(89°). The event
parameters are drawn from a distribution which is modeled
as a function of source—frame quantities €, which include
the source—frame masses and redshift, & > {mq,ms,2}.
The population distribution pyep (6|A) is described paramet-
rically by a set of hyperparameters A (sometimes simply re-
ferred as parameters). We infer the cosmological hyperpa-
rameters, denoted here as A, in addition to the population
hyperparameters. As population properties are modeled in
source—frame, while GW observations provide information
on detector—frame quantities, evaluating the population func-
tion implies assuming a cosmology. We therefore write the
source—frame variables as functions of the detector—frame
ones and of the parameters A, 8; = ei(efet, A).

The posterior probability on the parameters {A, A.} given
the ensemble of GW strain data {d} from Ny detections can
be written as (Loredo 2004; Mandel et al. 2019; Vitale et al.
2020):
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is the expected fraction of detected events in the population.
This term corrects for selection effects, namely the fact that
the detectors observe a fraction of the real underlying popu-
lation described by ppop(0|A). Here, P(det|8") € [0,1]
is the probability of detecting an event with parameters 04t
This function must be evaluated by matching the detection
criterion used to obtain the observed catalog (Essick & Fish-
bach 2024). Finally, Equation (1) assumes marginalization
over the overall total number of mergers in the observing
time, N, with a scale-invariant prior o< 1/N (Mandel et al.
2019).

The population distribution in Equations (1) and (2) inher-
its an explicit dependence on the cosmological parameters
stemming from the conversion from detector to source frame.
This property allows constraints on cosmological parameters.
Specifically, we can relate detector—and source—frame quan-
tities using
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The redshift is obtained from the luminosity distance for
given cosmological parameters via the inversion of the dis-
tance—redshift relation (see Section 2.4.1 for details). In
the presence of features in the source—frame mass distri-
bution as modeled in ppop, the above relation between the
source—frame mass and the redshifted mass can be used to
probe cosmology even in the absence of an explicit EM coun-
terpart, which corresponds to the spectral method (Chernoff
& Finn 1993; Taylor et al. 2012; Taylor & Gair 2012; Farr
et al. 2019). The Jacobian transformation from source to de-
tector frame also introduces a dependence on the cosmologi-
cal parameters. Explicitly,
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The explicit expression for the luminosity distance needed to
compute the Jacobian is given in Equations (19), (22), and
(23) below for the scenarios considered in this paper.

In addition to the mass distribution, an informative popula-
tion prior on the redshift of an event can be constructed by us-
ing a galaxy catalog, corresponding to the dark siren method.
We describe the construction of the redshift prior in detail in
Section 2.2. Any consistent inference must account for selec-
tion effects via Equation (2), where the detection probability
is a function of any variable g4t determining the GW wave-
form. As a consequence, any analysis based on the construc-
tion of a redshift prior from a galaxy catalog also requires as-
sumptions on the mass distribution to compute the selection
effects. This implies one has to marginalize over the parame-
ters of the mass distribution to obtain consistent and unbiased
results. Also note that both the individual-event likelihood
and detection probability P(det|@9°") depend on more pa-
rameters than just mass and redshift, e.g., inclination angles
(namely, the angle between the orbital angular momentum
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of the binary and the observer’s line-of-sight) and spins of
the compact objects. Neglecting those additional parameters
corresponds to implicitly assuming that their astrophysical
distribution pp,p, coincides with the prior used in the individ-
ual-event parameter estimation. In particular, in absence of a
specific model, spins are assumed to have a distribution uni-
form in magnitude and isotropic in orientation (Abac et al.
20254d).

The two pipelines used in our analysis, icarogw and
gwcosmo (Mastrogiovanni et al. 2024; Gray et al. 2023),
adopt different strategies to evaluate the posterior in Equa-
tion (1). Detailed technical descriptions are provided in Ap-
pendix A.

2.2. Construction of Redshift Priors

In this Section, we detail the construction of population pri-
ors on redshift. We give here a general overview of the
method, and we refer the reader to Mastrogiovanni et al.
(2023) and Gray et al. (2023) for more specifics.

We split the source—frame parameters 6 as 8 = {z,Q, 0}
where 6 denotes all source—frame waveform parameters
other than redshift and sky position 2. We write the popu-
lation distribution appearing in Equation (1) in terms of the
source—frame merger rate as (Mastrogiovanni et al. 2023;
Gray et al. 2023; Mastrogiovanni et al. 2024)

_ (Z|A)
Ppop (03| A) X Ppop(0;]A) 112
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In the above Equation, ¢ (z|A) parametrizes the redshift de-
pendence of the CBC merger rate and the factor of (1+ z)~!
accounts for the conversion of time intervals from source
to observer frame. The terms in square brackets represent
the contributions to the redshift prior from galaxies within
the catalog (first term), and a model for unobserved ‘out-of-
catalog’ galaxies (second term). We will discuss the details
of these two terms next.

In—catalog part, ngechat/(dde) —This term is built start-
ing from the galaxies in the catalog. The sky is divided in
equal-size pixels, labeled with their central coordinates €2, of
area A, with the healpix pixelization algorithm (Gorski
et al. 2005; Zonca et al. 2019). Inside each pixel, we select
all galaxies with apparent magnitude brighter than the me-
dian inside the pixel, denoted as myy,, (€2). To compute this
median threshold, we adopt nside = 32 in the healpix
scheme. However, as described in Section 3.2, a higher res-
olution is used to pixelize the galaxy catalog used in the
analysis. The choice of a coarser resolution to compute
the skymap of median thresholds ensures robustness against
small-number statistics with the numbers of galaxies (Gray
et al. 2022, 2023). This median threshold can depend on the
sky position if the galaxy catalog is compiled from multiple
surveys and does not have uniform coverage. For each pixel,

a redshift prior is constructed as a weighted sum of the pos-
terior distributions for the true redshift z given observed red-

shifts 27, _ for the selected galaxies j =1,..., Nga(£2) in the
pixel, each denoted by p(z|z’ A.). The in—catalog
term is then obtained as

obs? 72 obs7

Nga1(£2)
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where M is the absolute magnitude of a galaxy in a specific
band. We assume negligible uncertainties on the sky posi-
tion, and define the weights (Gray et al. 2020)

L.
w;(e, M) = ‘LJ = 10704 ®)

where L, and M, are the reference luminosity and corre-
sponding magnitude at the knee of the luminosity function,
respectively. We assume the luminosity function to be given
by the Schechter function (Schechter 1976), described in
more detail in Appendix B.

In Equation (7), we weight each galaxy by Equation (8),
namely by the absolute luminosity in a specific band, L;,
raised to a power € which we treat as a fixed parameter. In
particular, we consider the cases € = 0, corresponding to
equal probability for all galaxies to host CBCs, which we
will refer to as no—weighting case, and ¢ = 1 correspond-
ing to a linear weight of galaxies by their luminosity, which
we will refer to as luminosity—weighting case. It is known
that luminosity in specific magnitude bands correlates with
galaxy properties such as stellar mass or star formation rate,
for example. Luminosity—weighting reflects an assumption
that such galaxy properties may also correlate with likeli-
hood to host CBC mergers, see Gray et al. (2020); Palfi et al.
(2025) for more extended discussions.

The absolute magnitude M; is obtained for each galaxy
from the measured apparent magnitude m; via M; = m; +
5—5log Dy,(z, Ac) — Kcorr (With Dy, expressed in pc), where
the K-correction term K, accounts for the shifting of the
observed spectrum for galaxy at redshift z.":> K—corrections
are computed following Kochanek et al. (2001). The conver-
sion from apparent to absolute magnitude depends in princi-
ple on the computation of a distance, hence on cosmology.
However, the overall dependence on Hj in such conversion
cancels out in the ratio L/L,, as L, shares the same scaling
with Hy. This leaves in principle a residual dependence on
other parameters of the distance—redshift relation such as €2,
in our dark siren analyses, which we consider fixed. Under

' We use the symbol m for both source-frame masses and galaxy apparent

magnitudes, clarifying its meaning when necessary.

2 We have assumed that the apparent magnitude is known with a negligible
uncertainty, as we have used galaxies in the K—band that are significantly
bright compared to the flux limits. This assumption may have to be revis-
ited when using fainter galaxies closer to the flux limits.



this assumption, the difference M; — M, in Equation (8) can
be considered only a function of m; and z.

Each redshift measurement is assumed to be described by a
Gaussian distribution with mean z, _ and standard deviation

o, Obs (see Palmese et al. 2020; Turski et al. 2023, for the
1mpact of using more generalized distributions). Specifically,
we test both the assumption that the Gaussian distribution
models directly the redshift posterior probability, in which
case p(z|2],., 0 iobs’A ) = N2l 0 iobs), and that it
models the likelihood instead. In the second case, we obtain
the posterior as

N( obs|Z’ UZ obs) 7Tv(Z, AC)

f dZN obs|Za Oz Obs) ﬂ-V(zv AC) 7

€))
where the likelihood N ( Obs|z, O‘Z obs) is multiplied by a vol-
umetric prior my (z, A.) (representlng our prior knowledge
for the true galaxies’ redshift in absence of measurements)
to obtain the posterior. We choose the prior as uniform in
comoving volume, that is

( ‘Zob@ Zobﬂ;7 AC)

dVe(z, Ac)
dzdQ
with dV.(z,A.)/(dzdQ?) being the differential comoving
volume element:
dV, D?
e LAY = ST
dzdQ Ho(1+2)2 E(2)

v (2, Ae) (10)
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where FE(z) is the expansion rate defined below in Sec-
tion 2.4.1. We verified that both assumptions lead to neg-
ligible differences.

Out—of—catalog part, ngffl out/(dzdQ) —This term models
the contributions from galaxies that are missed by the sur-
vey due to magnitude limits. It requires some prior as-
sumption on the number and distribution of missing galax-
ies in luminosity, redshift, and sky position. We assume
that galaxies are uniformly distributed in comoving volume
and solid angle, and that their absolute magnitude M fol-
lows a redshift-independent Schechter function Sch(M; \)
with parameters A\ = {«, ¢., M, } between lower and up-
per ends M., and My, .. Here « is the faint-end slope of
the Schecter function, ¢, is the overall amplitude, and M*
was introduced in Equation 8. We note that these parameters
take different values in different luminosity bands. See Ap-
pendix B for details. The number of missing galaxies per unit
redshift, solid angle, and absolute magnitude is estimated as

ngal,out o dV (
dzdQdM — dzdQ

2, 1) Sch(M; ) Pmiss (2, 2, M) |

12)
where dV./(dzdQ?) is the comoving volume element, and
pmiss(za Q, M) =0 (M — My, [27 mthr(Q)D is the prob-
ability of missing a galaxy. The latter is modeled as a Heav-
iside step function following the assumption that a galaxy is
included in the in—catalog part if its apparent magnitude m is
smaller (i.e., it is brighter) than the threshold mgp, ().

5

An effective out—of—catalog term can be obtained in-
tegrating Equation (12) with a luminosity weight
10~0-4¢(M=M.) (analog to Equation (8)) over the absolute
magnitude M between the faint end of the Schechter func-
tion Myax and the threshold My, (2, myn: (). We provide
details in Appendix B. One obtains

dnett d Tmax
M(z,@): Ve (2,9Q) gb*/ do x*te™™

dzdQ) dzdQ) - ’
(13)
where
Tine = 100.4[1W*—Ibfthr(z,mthr(ﬂ))}’ (14)
Timax = 1004Me=Mmax) 15)

We note that the out—of—catalog part is independent of Hj.
In the luminosity—weighting case (¢ = 1), the probability of
galaxies to host a GW candidate reaches its maximum at the
knee M, of the luminosity function. As long as M, .x i
sufficiently fainter than M,, there is little sensitivity of our
results to My, .«. For the no—weighting case (¢ = 0), choice
of arbitrarily faint M, would lead to a large increase in the
number of galaxies that could potentially host GW events.
Such faint galaxies cannot be seen out to large redshifts due
to the flux limit of the survey, which can drive up the in-
completeness and subsequently result in the redshift prior to
be completely dominated by the out—of—catalog term (Bera
et al. 2020).

2.3. Population Models

We construct CBC rate models from independent redshift
and source mass distributions, while we assume the CBC
spins to be isotropically distributed with uniform distribu-
tion in the spin magnitudes. Specifically, the term 1 (z|A)
in Equation (6), describing the merger rate evolution as a
function of the redshift, is modeled with a Madau—Dickinson
parametrization (Madau & Dickinson 2014), which is char-
acterized by parameters {7, k, z,} € A, where vy and « are
the power—law slopes respectively before and after the red-
shift turning point, z;,, between the two power—law regimes.
Explicitly,

K

1+ (1+2p) "
(1+2) (16)
X .
L+ [(1+2)/ (L4 2)™"

¥ (27, K, 2p) =

This parametrization is more complex than the one adopted
in studies that focus solely on GW population properties,
where usually it takes the form of simple power—laws,
P(z) o (1 + 2)7 (Abbott et al. 2023c; Abac et al. 2025f).
This choice is motivated by the fact that, when varying the
cosmology, a GW event at given distance can be associated
with a redshift which is significantly higher than the one cor-
responding to the fiducial cosmology. The model in Equa-
tion (16) ensures that the merger rate decays after a peak at
z = zp, consistently with astrophysical expectations. The
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Madau-Dickinson distribution is typically used to describe
the cosmic star formation rate, while the CBC merger rate is
then obtained by convolving with a time-delay distribution.
In practice, this is equivalent to using the same functional
form with different values of v and x, and by adopting wide
priors on these parameters we effectively account for a broad
range of possible delay times.

In this study we consider three different models for the
distribution of primary mass, p (mi|A), which enters the
term ppop in Equation (6). These models are denoted
as: POWER LAW + PEAK (PLP), MULTI PEAK (MLTP),
and FULLPOP-4.0. These are phenomenological paramet-
ric models defined in terms of relatively simple functional
forms that contain features motivated by either astrophysi-
cal expectations or previous GW observations. These models
are constructed as superpositions of truncated Gaussian and
power—law distributions with different parameters (described
in Appendix C), and they are suited for the BBH spectrum de-
scription only with the exception of the FULLPOP-4.0 model
(see below). In this work we consider these mass models
as redshift-independent; see Mukherjee (2022); Karathana-
sis et al. (2023); Rinaldi et al. (2024) for investigations into
their possible evolution. We will comment upon this further
in Section 5.2. Figure 1 shows a sketch of the typical form of
these models, with the different mass features that character-
ize them highlighted. We now briefly describe these models
(see Appendix C and Abac et al. 2025f for more details).

The PLP mass model (Talbot & Thrane 2018) has been
used for the analysis of previous GW catalogs (Abbott et al.
2023c,a). It is based on a power—law distribution with a
smooth low—mass cutoff. In addition to this power—law com-
ponent, the model includes a Gaussian peak to capture an ex-
cess of events at intermediate masses, and a high-mass cut-
off. This model is described by eight population parameters.

The MLTP mass model is an extension of the PLP model,
originally introduced in Abbott et al. (2021c). Like the PLP
model, it features a power—law distribution for the primary
mass spectrum with a smooth low—mass cutoff and includes
a Gaussian peak to capture an excess at intermediate masses.
The distinguishing feature of the MLTP model is the inclu-
sion of a second Gaussian peak, making it a combination of
a power—law and two Gaussian components. This model is
similar to the “BROKEN POWER LAW + 2 PEAKS” model
adopted in Abac et al. (2025f), except our model has one
power law instead of two. This model is characterized by
eleven population parameters.

In the PLP and MLTP models the full mass distributions
are factorized as

plma, ma| &) = p(ma|A) Su(mi|A) -

X p(mg\mh A) Sh(m2|A),
where p (ma|mq, A) is the distribution of the secondary mass
component conditioned on the primary mass and Sy, (m|A) is
a smoothing function defined in Appendix C. This is mod-
eled assuming that the mass ratio ¢ = mso/m; follows a
power—law distribution.

The FULLPOP-4.0 model is a generalization of the previ-
ous mass models, extending the distribution to encompass
the full mass spectrum of CBCs, including BNS, NSBH, and
BBH mergers. It is designed to cover a wide mass range,
from a few to several hundred solar masses (Fishbach et al.
2020; Farah et al. 2022; Mali & Essick 2025). The model
combines a first power—law component for the low—mass
region (representing NS-containing events) with a smooth
low—mass cut—off, and a second power—law component for
the BBH mass distribution, which includes two Gaussian
peaks. A dip function is introduced at the junction between
the two power—law regimes, aiming to model the apparent
mass gap between NSs and BHs. The parameters governing
this dip are treated as population parameters. This model is
characterized by nineteen parameters.

By modeling the full population of compact objects in a
unified framework, the FULLPOP-4.0 model allows us to in-
clude a broader set of GW events in our analysis, offering
greater sensitivity to features in the mass spectrum and en-
abling tighter constraints on cosmological parameters. An-
other major distinction from the PLP and MLTP mass models
lies in the parametrization of the secondary mass. Instead of
modeling ms as a power—law conditioned on my, as in Equa-
tion (17), the FULLPOP-4.0 model assumes that the distribu-
tion of my is given by p(ms|A) and employs a pairing func-
tion f(mq,msa|A) enforcing the condition m; > mg and
allowing for further flexibility for the secondary mass (Fish-
bach & Holz 2020). Therefore, in this case, we have

p(m1,ma|A) o< ps(mi|A) ps(mo|A) f(m1, ma|A), .
(18)
where ps(m|A) is defined in terms of p(m|A) and the
smoothing functions defined in Appendix C.

The equations which describe our three population models
can be found in Appendix C. For more details, see also Abac
et al. (2025f). In Section 4 we compare our analysis obtained
using single—population models (the PLP and MLTP models
which are valid for BBH candidates only) to that obtained
using a multi-population model (BNS + NSBH + BBH can-
didates), i.e., the FULLPOP-4.0 model.

2.4. Cosmological Models

2.4.1. Background Evolution

Under the assumptions of homogeneity and isotropy,

the luminosity distance can be computed based on the

Friedmann-Lemaitre-Robertson—Walker (FLRW) metric as
_c(l42) 7 dY

S R e )

where E(z) = H(z)/H, is the dimensionless expansion rate
of the Universe. This depends on the cosmological model as-
sumed and can be computed using the Friedmann equations.
In this paper, we restrict our focus to a flat-ACDM model.
Under this assumption, F(z) is given by

1/2

E(z) = [Qn(142)° + Q4] (20)
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Figure 1. Qualitative graphical representation of the three source-frame mass models considered in this paper and described in Section 2.3 and
Appendix C. The mass distribution models displayed in the first two panels represent the mass ranges of BHs, while the third panel includes

both BHs NSs. The mass ranges shown are not to scale.

Here, (2, is the fractional energy density in matter compo-
nents today (cold dark matter + baryonic matter), and we
have ignored the radiation energy density which is negligi-
ble at the redshifts of our interest. Under this approximation,
the dark energy density fraction today is 2y = 1 — Q4.

More generally, the cosmic expansion history can be
extended to include dark energy with a constant equa-
tion—of—state parameter wy # —1. If wq is a constant, the
dark energy density evolves with redshift as ~(1+ z)3(1+wo),
and the expansion rate becomes

E(z) = [Qm(1+z)3+QA(1+z)3<1+w0> s Q1)

As our data currently have no constraining power on wy, in
this work we will only consider such a generalization as a
robustness test (see Section 4.3). Our main results will be
based on the flat-ACDM model with wg = —1.

2.4.2. Parametrizations of Modified GW Propagation

We also analyze our data in the context of cosmological mod-
ified—gravity models, which alter the behavior of cosmolog-
ical perturbations. There is a large landscape of such mod-
els, introduced to explain dark energy (see Tsujikawa 2010;
Clifton et al. 2012; Joyce et al. 2016; Ezquiaga & Zumalacér-
regui 2018; Ishak 2019, for reviews). Whilst this model space
contains a wide variety of phenomenology, we focus here on
a common (but not universal) feature, sometimes referred to
as GW friction (Saltas et al. 2014; Pettorino & Amendola
2015; Nishizawa 2018; Amendola et al. 2018; Lagos et al.
2019). Under this effect, new terms in the GW propaga-
tion equation result in modifications to the GW amplitude
received at the observer. This effect is indistinguishable from
a change in the luminosity distance to the GW source. The
result is that the luminosity distance DEW inferred for a GW
source differs from the EM luminosity distance Dp, given
by Equation (19). Any measurement of the GW source lu-
minosity distance obtained using EM observables would be
unaffected, i.e., DEM = Dr,. In models where the theory

of gravity on cosmological scales is GR, the luminosity dis-
tance derived from GW events, DE’W, and that based on EM
observations, DEM, are instead identical and given by Equa-
tion (19).

Based on this, multiple studies (Belgacem et al. 2018b,a,
2019b,a; Mukherjee et al. 2021c; Finke et al. 2021a,b, 2022;
Ezquiaga 2021; Finke et al. 2021a; Mancarella et al. 2022;
Kalogera et al. 2021; Leyde et al. 2022; Liu et al. 2024;
Branchesi et al. 2023; Chen et al. 2024a; Abac et al. 2025a)
have considered the ratio DSV / DEM ag a convenient probe
of departures from GR on cosmological scales. The ra-
tio is always equal to one in GR, and in cosmological
modified—gravity models can become a function of redshift.
Rather than focusing on specific modified—gravity models,
here we consider two commonly used parametrized forms
for the GW-EM luminosity—distance ratio.

Two assumptions are relevant to both parametrizations.
First, we assume the GW propagation speed, cr, is lumi-
nal. Such a choice relies on the tight GW constraint on cp
from GW170817 (Abbott et al. 2017d), which is made at
redshift ~0.01. Our data span up to redshift ~0.9, so break-
ing this assumption would require a theory where the rela-
tive difference between cp and c (the speed of light) grows
from ~10715 by orders of magnitude in a redshift range be-
tween 0.01 to < 1. Furthermore, Ray et al. (2024) provide
percent—level constraints on the GW propagation speed us-
ing dark BBHs candidates from GWTC-3.0. Given these re-
sults, significant deviations from luminal speed do not ap-
pear to be favored by current data; hence we do not consider
non-luminal propagation in the present work. Non-luminal
propagation at higher redshift could be incorporated in future
analyses to explore potential deviations in the speed of GW's
over a broader redshift range. Additionally, we do not con-
sider frequency—dependent deviations in the speed of GWs.
This remains the standard assumption in most cosmological
tests of GR, and currently used waveforms based on GR sug-
gest that any such deviations should be small (Abbott et al.
2019b, 2021d,e).



Second, we treat departures from GR impacting only the
propagation phase of GW signals. In cosmological mod-
ified—gravity theories, changes to the strong—field gravita-
tional regime are usually suppressed by screening mecha-
nisms, in order to obey stringent tests of GR within the Solar
System (see Joyce et al. 2015 for a review). As such, we
do not consider here modifications to the generation of GWs,
which would affect the waveform ar source. Constraints on
strong—field departures from GR are considered in Abac et al.
(2025g,h,i); Abac et al. (2025h) also provides constraints on
dispersive propagation effects.

Zo—n Parametrization—In this parametrization, DSW is de-
scribed by (Belgacem et al. 2018a)

_ 1—-=
DEW = DPM <:o + (Hz)on) : (22)

where both parameters Z¢ and n are positive. The pri-
mary parameter of interest is =y, which controls the over-
all amplitude of departures from GR. At low redshifts,
DEW/DEM 1 (irrespective of Zp), which models
changes to DEW as an effect which accumulates with prop-
agation distance. At high redshifts, DFW /DEM — = as
changes to DSW should saturate at redshifts where the frac-
tional energy density of dark energy, Q,(2), is negligible.
This holds under the assumption that deviations from GR are
associated to the late—time emergence of dark energy. The
power—law index n controls the rate of transition between
these two regimes.

The Zp—n parametrization is a direct phenomenological
parametrization of the gravitational luminosity distance. The
specific form of the parametrization is an assumption, and
Equation (22) was calibrated to cover a large spectrum
of known luminal modified—gravity theories (see Belgacem
et al. 2019, for a thorough discussion). These include f(R)
gravity (Hu & Sawicki 2007; Song et al. 2007; Starobinsky
2007), Jordan—Brans—Dicke (Brans & Dicke 1961), Galileon
theories (Chow & Khoury 2009), nonlocal gravity (Maggiore
2014; Maggiore & Mancarella 2014). Notable exceptions,
for which more complex parametrizations are needed to bet-
ter capture the evolution of the distance ratio, are degenerate
higher—order scalar—tensor theories (Langlois & Noui 2016),
bigravity (Hassan & Rosen 2012), and extra—dimensional
paradigms (Dvali et al. 2000); see Abbott et al. (2019¢c) and
Corman et al. (2022) for constraints on the number of space-
time dimensions. The GR limit of the theory is Zg — 1
(for any value of n). However, the parametrization is imper-
fectly behaved, since n — 0 also recovers the GR behavior
DEW = DEM,

an Parametrization—This parametrization is inspired by
Horndeski gravity (Horndeski 1974; Deffayet et al. 2011;
Kobayashi et al. 2011), which is the most general family of
scalar—tensor gravity models with second—order equations of
motion. In the widespread basis of Bellini & Sawicki (2014),
adopted for describing linear cosmological perturbations of
Horndeski theories around a FLRW solution, a;(2) is the

rate of change of the effective Planck mass, and hence the
effective gravitational coupling strength (Bellini & Sawicki
2014; Gleyzes et al. 2015b). This results in the following
expression for DFW (Lagos et al. 2019):

1 (% de
GW __ EM
Do =Dy eXp{z/O Ty

w@f e
where in this work we will use the following ansatz for
o (2)

Oa(z)
Oy MEL)

ap(z) = ey (24)

where Q25 = Qx(z = 0) and ¢); is a constant of propor-
tionality. For the dimensionless expansion rate, F(z), we
use Equation (20) which assumes a flat-ACDM model with
constant dark energy density, as in this work we are not con-
sidering changes to the cosmological expansion history. In
principle, aip(z) also enters the background evolution equa-
tions; however, any resulting change can be absorbed into
other functions such as the effective dark energy equation of
state (Bellini & Sawicki 2014). In addition, these background
effects are highly subdominant compared to the impact on
the distance ratio (Belgacem et al. 2018b). Therefore, it is
legitimate to treat the background expansion as fixed, and we
explicitly verify that even when allowing the background to
vary (through the dark energy equation-of-state parameter,
see section 4), this has no impact on our constraints. The GR
limit of the model is obtained for c;; = 0.

The redshift-dependent form of aps(2) is a choice, which
would be fixed in a fully specified theory of gravity. In
particular, Equation (24) is motivated by the association of
the onset of aps(2) to the late-time emergence of dark en-
ergy (Bellini & Sawicki 2014). The form of Equation (24)
has been widely adopted for large scale structure (LSS) con-
straints (Bellini et al. 2016; Noller & Nicola 2019; Baker &
Harrison 2021; Seraille et al. 2024; Ishak et al. 2024), but
also criticized for not accurately representing a large num-
ber of modified—gravity models (Linder et al. 2016; Linder
2017; Denissenya & Linder 2018, see however Gleyzes 2017
for counter-arguments).

In a full treatment of Horndeski gravity, there are addi-
tional effects to the cosmological expansion rate and growth
of LSS that impact EM observables; we do not consider
these here, as our focus is on GW data analysis. Also, gen-
eral Horndeski gravity can allow non-luminal GW propaga-
tion, but as noted above we do not consider this possibility.
See Kobayashi (2019) and references therein for a review of
Horndeski gravity and its phenomena. Finally, we conduct
our analysis in the Jordan frame, where the effect of possible
non-standard couplings between matter fields and the metric,
that could impact the background expansion as well as scalar
perturbations (Gleyzes et al. 2015a, 2016), are not present.

Comparison among Parametrizations—The ZE¢—n parametriza-
tion directly describes the redshift evolution of the distance
ratio. In contrast, in the ap; parametrization the observable



distance ratio is related to the integral of the function ap(2),
which encodes deviations from GR. As long as the dark
energy density Q4 (z) causes the integral in Equation (23)
to saturate at large redshift, the resulting distance ratio ex-
hibits the same qualitative behavior as described by Equa-
tion (22). The two parametrizations can be matched analyt-
ically at z — oo and z ~ 0. Under the assumption of a
flat-ACDM cosmology, and under our ansatz in Equation 24,
the following relations hold:

= CM 1 3
InZ)=—In—, n=-g
m

6Qr O

(25)

as discussed in detail in Belgacem et al. (2019b); Baker
& Harrison (2021); Mancarella et al. (2022). The ajyy
parametrization features only a single free parameter, with
its time evolution fully specified by the dark energy density,
whereas the Zp—n parametrization allows additional flex-
ibility via the redshift evolution index n, over which we
marginalize. This effectively makes the «j; parametrization
a special case of the Z¢—n parametrization for a fixed n, al-
beit one with a direct link to theoretical models within the
Horndeski class.

3. DATA
3.1. GW Events

The analyses presented are based on GWTC-4.0 (Abac et al.
2025b,c,d) and based on the detection of GW candidates pro-
duced by merging compact binaries between O1 and the end
of O4a. To reduce the noise contamination of the datasets
used in cosmological studies, we select a subset of GW
events with the lowest FAR among all search pipelines, en-
suring all events have FAR < 0.25yr—!. The GW candidates
collected during the engineering run directly preceding the
start of O4a are not included in the analysis, to remain con-
sistent with the principles deployed in previous LVK cosmol-
ogy analyses.

A total of 142 CBC GW candidates with FARs below this
threshold have been detected by our search pipelines from O1
to O4a. Following the GWTC-4.0 classification of candidates
into unambiguous BBHs and potential NS-binaries (Abac
et al. 2025d), 137 out of 142 events are believed to originate
from the coalescence of BBH candidates and 5 from binaries
where at least one component mass could have been a NS.
From the list of events that pass the sensitivity cut in O4a,
we exclude GW231123_135430 (Abac et al. 2025j), as some
of its inferred properties, such as the binary masses or its lu-
minosity distance, appear to be more sensitive to the choice
of waveform model than those of other events in our dataset,
and in this work we prefer to use results from a single wave-
form model for each event, as discussed below.

This analysis shares 45 dark sirens with our previous cos-
mological analysis (Abbott et al. 2023a), which used 46
dark sirens. The event not used in the present work is
GW200105_162426, which is excluded here due to its low
probability of being of astrophysical origin (Abbott et al.
2023b). Thus, our analysis contains 96 additional dark
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sirens; 76 of these come from O4a, whilst 20 are additional
events from O3 which were not used previously. This is due
to the fact that Abbott et al. (2023a) selected candidates based
on both a FAR and signal-to-noise ratio (SNR) threshold, re-
sulting in fewer events analyzed. In this work we apply only
the FAR threshold stated above. Added to the 141 dark sirens
is the special case of the multi-messenger event GW170817.
This is treated differently from the others, and will be used in
the rest of the paper as a bright siren.

Compared to previous GW candidates (O1-03), the O4a
detections cover a similar parameter space in terms of lumi-
nosity distance and masses. Figure 2 shows the distribution
of the 90% credible region (CR) of the sky-localization of
CBC events observed in the same LVK observing runs, as
well as that of the O4a events only. The sky localization of
the GW events detected during the O4a observing run is, on
average, relatively broad (see Figures 2 and 3). This is due
to the fact that, during O4a, Virgo was not online resulting
in two detector localizations. A full list of luminosity dis-
tances, binary component masses, and sky uncertainties of
the GW candidates considered in our study can be found in
Appendix E.

Different waveform models have been used to perform the
parameter estimation (PE) for each GW candidate across
the observing runs (Abac et al. 2025¢). For our anal-
ysis, we use posterior samples produced with a single
waveform approximant rather than a mixture of samples
from different waveforms (Abac et al. 2025c¢,d). This
choice mitigates potential difficulties in reweighting the PE
samples if different waveforms use slightly different prior
bounds, such as those on the luminosity distance, for a
given candidate. In particular, for candidates from the Ol,
02, and O3 runs, we use the posterior samples based on
the IMRPHENOMXPHM waveform model (Pratten et al.
2021), where for GW200115_042309 (Abbott et al. 2021f)
we use the large-spin magnitude prior posterior samples,
while for GW190425_081805 (Abbott et al. 2020a) and
GWI170817 (Abbott et al. 2021a) we use the large-spin
magnitude prior posterior samples obtained with the IMR-
PHENOMPV2_NRTIDAL (Dietrich et al. 2017, 2019) and a
prior allowing for high-spin and low-spin magnitudes, re-
spectively. For events from the O4a observing run, we use
the posterior samples produced with the IMRPHENOMX-
PHM_SPINTAYLOR model (Colleoni et al. 2025), except
for GW230529_181500, for which we use posterior samples
produced using the IMRPHENOMXPHM waveform model
and released in Abac et al. (2024). In this study we do not
consider the impact of waveform systematics, as they are
expected to be relevant only in population analyses of GW
events with SNR above 100 (Kapil et al. 2024).

During the final stages of this project, a normalization er-
ror was discovered in the noise-weighted inner product em-
ployed in the GW PE likelihood function (Abac et al. 2025c;
Talbot et al. 2025). Although there is a version of the PE sam-
ples that accounts for the correct likelihood via a reweighting
prescription (Abac et al. 2025c; Talbot et al. 2025), in this
work we do not use these samples, but those released in the
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Figure 2. Cumulative distribution of the size of the 90%
CR of the sky localization of CBC candidates observed during
01+02+03+04a in orange (142 total events including GW170817)
and O4a-only in blue (76 events). It can be seen that the typical sky
localization of O4a events was larger than that of O1-O3 events.

first digital version of the GWTC-4.0 catalog (LIGO Scien-
tific Collaboration, Virgo Collaboration, and KAGRA Col-
laboration 2025). Furthermore, we discovered that incorrect
priors were used when marginalizing over the uncertainty in
the LIGO detector calibration for candidates detected during
the first three observing runs (Abac et al. 2025c). As dis-
cussed in Abac et al. (2025c¢), we have checked that the im-
pact on the most affected events is individually negligible, so
that our previous results on the full population are also unaf-
fected. We have checked that this error’s impact on our cos-
mological analyses is negligible compared to other sources
of systematic error.

Finally, we estimate the GW detection probability in Equa-
tion (2) by using a set of simulated GW signals (called injec-
tions) described in Essick et al. (2025); Abac et al. (2025c¢).
More details on how the injections are used to compute Equa-
tion (2) can be found in Appendix A.

3.2. Galaxy Catalog

We use the GLADE+ galaxy catalog (Ddlya et al. 2018,
2022) for our galaxy catalog method analysis. GLADE+ is
an all-sky galaxy catalog containing around 22 million galax-
ies, which has been created from six different astronomical
datasets: the Gravitational Wave Galaxy Catalog (GWGC,
White et al. 2011), HyperLEDA (Makarov et al. 2014), the
2 Micron All-Sky Survey Extended Source Catalog (2MASS
XSC, Skrutskie et al. 2006), the 2MASS Photometric Red-
shift Catalog (2MPZ, Bilicki et al. 2014), the WISExSCOS
Photometric Redshift Catalog (WISExSCOSPZ, Bilicki et al.
2016) and the Sloan Digital Sky Survey quasar catalog from
the 16th data release (SDSS-DR16Q, Lyke et al. 2020). The
catalog provides nearly isotropic coverage of the whole sky,
apart from the band of the Milky Way, towards which dust
and stars reduce the visibility of galaxies. The redshifts in the

catalog are corrected for the peculiar motions of the galaxies
using a method proposed in Mukherjee et al. (2021a) which
relies on the Bayesian Origin Reconstruction from Galaxies
(BORG) formalism (Jasche & Wandelt 2013) up to a redshift
of z = 0.05. The importance of peculiar velocity correc-
tions diminishes above this range. GLADE+ also provides
uncertainties on peculiar velocities. The median relative un-
certainty of these estimates, compared to the galaxy redshifts,
is 1.1%. Therefore, we do not expect peculiar velocity uncer-
tainties to significantly affect our analysis.

GLADE-+ reports galaxy magnitudes in 7 different bands,
from which we chose to use the K band (reported in the
Vega system) for our main results, referred to as the K-
band in this paper. This choice is motivated by our ear-
lier studies (Abbott et al. 2023a) on how well the number
density of galaxies in different bands follow the theoretical
luminosity Schechter function (Schechter 1976). We found
that the K-band absolute magnitude distribution of GLADE+
galaxies is well described by a Schechter function with pa-
rameters M, g = —23.39 and ax = —1.09 taken from
Kochanek et al. (2001). GLADE+ contains K-band mag-
nitudes for a subset of its entries, approximately 1.16 mil-
lion sources. This subset that we used in our analysis mostly
has photometric redshifts available with an absolute error of
04,0bs~0.015 (Bilicki et al. 2014). Spectroscopic redshifts
are available for ~23% of this subsample. The top panel of
Figure 3 shows the catalog’s completeness fraction (see Ap-
pendix B) in the K-band as a function of redshift. The dif-
ferent curves are calculated for a given percentage of the sky
coverage of the catalog, i.e., by excluding the ~5% of the sky
where the catalog does not contain any galaxies with K—band
magnitudes. For example, 20% of the coverage of GLADE+
has a completeness fraction lower than the blue curve and
80% of the coverage has a higher completeness fraction. The
label also shows the apparent magnitude thresholds corre-
sponding to these curves. The apparent magnitude thresh-
old was obtained as the median magnitude of the galaxies
in the pixel. This conservative approach excludes all galax-
ies fainter than the calculated threshold in the pixel from the
analysis.

The bottom panel of Figure 3 presents the sky localizations
of the ten best-localized GW events from O4a included in our
analysis, in superposition with a sky map showing the direc-
tional dependence of the K-band apparent magnitude thresh-
old for the GLADE+ galaxies. Outside of the Galactic plane,
the apparent magnitude threshold is typically mp, ~ 13.5
for the K-band, while closer to the Galactic plane region
the apparent magnitude threshold is significantly lower (i.e.,
brighter). Since Virgo did not observe during O4a, the local-
izations of events from this run are not as well constrained as
they could be. Consequently, we can only expect a modest
improvement in constraining power from the galaxy catalog
relative to GWTC-3.0.

For this analysis, we set bright and dim cutoffs at M ,;,, =
—27.0 and Mp,.x = —19.0, respectively. These choices cor-
respond to the limits we used in our previous analysis (Abbott
et al. 2023a).
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Figure 3. Top panel: Completeness fraction of GLADE+ in

the K-band, indicating the probability that the catalog contains the
host galaxy of a GW event, as a function of redshift for Hy =
67.9 kms~! Mpc™! and Q,,, = 0.3065. The different curves are
calculated for a given percentage of sky coverage computed by di-
viding the sky in equal sized pixels of 3.35 deg?, for which the ap-
parent magnitude threshold is brighter than the corresponding mhy
value reported in the legend. The fraction of pixels with no galaxies
is ~5%. Bottom panel: sky map showing the GLADE+ K-band
apparent magnitude threshold, m¢n,, generated by dividing the sky
into 3.35deg? pixels. A mask is applied that removes all pixels
(white region) with m,: < 12.5 in order to improve the figure
readability. Also shown are the 90% CR sky localizations for the 10
best-localized O4a GW events included in our analysis.

The dark siren analysis requires a pixelization of the
galaxy catalog; we adopt the healpix pixelization algo-
rithm (Gorski et al. 2005; Zonca et al. 2019) with nside =
64 and verify that the pixel size remains below the localiza-
tion scale of the best-constrained GW events, rendering finer
resolution unnecessary.

4. RESULTS

In this Section, we present our cosmological results based on
dark siren, which are derived from the joint inference of cos-
mological and population hyperparameters. These include
parameters that describe the assumed mass distribution and
merger rate models. For the Hy results, we will also combine
our dark siren constraints with those from the bright siren
GW170817.

We sample the posterior in Equation (1) with the
normalizing-flows-enhanced  nested-sampling  package
nessai (Williams et al. 2021; Williams 2021).
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Unless otherwise stated, we present combined results from
icarogw and gwcosmo as posterior distributions built
from an equal-weighted mixture of samples (50% from each
pipeline). This approach ensures that our final constraints
incorporate any residual (small) systematic uncertainty asso-
ciated with differences in the numerical implementation of
the likelihood.

Section 4.1 focuses on the measurement of Hy in a flat-
ACDM model, obtained by combining population informa-
tion with galaxy catalog data from GLADE+ (Ddlya et al.
2018, 2022). Section 4.2 presents constraints on modified
GW propagation, and finally, Section 4.3 presents robustness
checks for our results. When quoting results, we report the
median value plus its 68.3% (90%) symmetric credible inter-
val (CI). We use the relative decrease in average uncertainty,
computed from the CI, as a metric to measure the improve-
ment of our results.

4.1. ACDM Cosmology

Figure 4 presents the marginalized posterior distributions
of the Hubble constant for different cases. In particular,
the best estimate of Hy comes from the combined pos-
terior between the dark siren, luminosity-weighting anal-
ysis result with our fiducial mass model, FULLPOP-4.0,
and the bright siren result of GW170817. This yields
Hy = 76.613%0 (76.6723:2) kms ™ Mpc ™! (Figure 4, black
curve).

From  the dark siren measurement alone
(Figure 4, blue curve), we obtain Hj =
81.67215 (81.67529) kms ™' Mpc~!. This estimate of Hy,
based solely on dark sirens, gives a posterior distribution of
the Hubble constant which is still slightly broader than that
obtained from the bright siren GW170817 (Figure 4, yellow
curve), namely Hy = 78.47257 (78.4751-2) kms ™! Mpc L.
We obtained our GW170817 H posterior by using the same
low-spin prior PE samples as in Abbott et al. (2021a), but
with an enlarged Hj prior and a different injection set to
estimate the GW detection probability, in order to match
those used with the ACDM spectral and dark siren analyses
presented in this study. Our GW170817 H estimate is con-
sistent with those reported in Abbott et al. (2017a, 2021a,
2023a).

With the current set of dark sirens, most of the in-
formation on the Hubble constant still comes from the
presence of mass features in the population. We assess
this by comparing to the case where galaxy-catalog infor-
mation is not included and constraints on H; are solely
driven by our population assumption, which corresponds to
the spectral siren result (Figure 4, orange curve), Hy =
76.47339 (76.47552) kms~ " Mpc~!.  The spectral siren
analysis is further discussed in Appendix D.

From GLADE+, we find that the inclusion of K-band in-
formation improves the spectral siren constraints on the Hub-
ble constant by approximately 8.6% (3.1%). The most in-
formative dark sirens can be identified by computing the
posterior probability on Hy while fixing the population hy-
perparameters to reference values, and identifying events
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Figure 4. Hubble constant posterior for different cases. Yellow curve: posterior obtained from the bright siren GW170817 and its EM
counterpart. Orange curve: posterior obtained with the spectral siren method and the FULLPOP-4.0 mass model. Blue curve: posterior obtained

using all dark sirens with GLADE+ K-band in the luminosity-weighting case (¢ = 1) and the FULLPOP-4.0 mass model. Black curve: posterior
after combining the dark and bright siren results. The pink and green shaded areas identify the 68% CI constraints on Hy inferred from CMB
anisotropies (Ade et al. 2016) and in the local Universe from SHOES (Riess et al. 2022), respectively.

for which the information from the in-catalog term pro-
vides the largest improvement in constraints with respect to
not using the catalog. The additional constraining power
primarily arises from a few GW events that are nearby
and well-localized, and for which the galaxy catalog is
sufficiently complete, notably GW190814 (Abbott et al.
2020c), GW230627_015337, GW230814_230901 (Abac
et al. 2025k) and GW230529_181500 (Abac et al. 2024).
The overall limited gain of information from the galaxy cat-
alog can be attributed to the low completeness fraction of
the GLADE+ K-band data at the distances of most of the
GWTC-4.0 events, see Figure 3 and Appendix E.

In Figure 5 we illustrate the impact of mass models and
galaxy weighting on the marginalized posteriors of Hy. All
curves use K-band information from the GLADE+ galaxy
catalog, while the event GW170817 is excluded from the
dark siren inferences, as it is treated solely as a bright siren
in this paper (this choice is validated and discussed in de-
tail in Section 5.2). The left panel presents results based on
three different source mass models in the galaxy luminosity-
weighting case: the PLP, the MLTP, and the FULLPOP-4.0
models. The right panel, in contrast, explores the difference

between the no-weighting and luminosity-weighting cases,
while keeping the source mass model fixed to our fiducial
mass model (FULLPOP-4.0).

Based on the left panel of Figure 5, we find some dif-
ferences in the measurements of Hj due to assumptions
about the shape of the mass spectrum. Though systematic
differences are visible when comparing the PLP with the
MLTP and FULLPOP-4.0 results, these are well within the
statistical uncertainty. The posterior distributions are wide
and overlap with each other. In particular, assuming a uni-
form prior Hy € U(10,200) kms ™' Mpc™! and considering
the single-population BBH models, with the MLTP model
we obtain Hy = 87.37559(87.3755%) kms™! Mpc~?,
while with the PLP model we find Hj =
124.8125% (124.8783%) kms ™ Mpc 1.

The MLTP distribution shows better agreement with the
FULLPOP-4.0 distribution. Its higher-mass peak occurs in a
different location than that of the PLP model, and it is nar-
rower. We find that the PLP distribution tends to drive the
Hj estimate toward higher values compared to the MLTP
model. This is due to the fact that a single peak is unable to
fit the complex low-mass structure of the BBH primary mass
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Figure 5. Left panel: Hubble constant posteriors with the dark siren method using GLADE+ K-band, assuming three different mass models in
the luminosity-weighting case: PLP (magenta curve), MLTP (gold curve), and FULLPOP-4.0 (blue curve). See Section 2.3 and Appendix C for
definitions of these models. Right panel: Hubble constant posteriors with the dark siren analysis in the no-weighting and luminosity-weighted
schemes for host galaxies (blue dashed and solid curves, respectively). All analyses assume the FULLPOP-4.0 mass model. See Section 2.2
for details of the galaxy weighting scheme. In both panels the pink and green shaded areas identify the 68% CI constraints on Hy inferred,
respectively, from CMB anisotropies (Ade et al. 2016) and in the local Universe from SHOES (Riess et al. 2022).

spectrum, as will be explained in more detail below when
discussing the reconstructed mass spectrum. Moreover, the
PLP results are constrained by the assumed upper Hy-prior
bound, which brings the PLP and MLTP distributions into
closer agreement.

Within the single-population (BBH-candidates-only)
framework, we find that the MLTP model is mildly preferred
over the PLP model, which was favored in the previous
GWTC-3.0 analysis (Abbott et al. 2023a,c). The Bayes fac-
tor between these two models is log;, B = 0.30, which does
not directly allow us to discriminate between the two mass
models. However, this conclusion strongly depends on the
prior choice for the position of the two peaks in the MLTP
model. Specifically, in the MLTP model, we let both peaks
span the mass range U(5, 100) My, differently from the PLP
model where, following results from previous GWTC-3.0
analysis (Abbott et al. 2023a,c), the prior range for its single
peak is restricted to U(20, 50) Mg,.

We verified that adopting narrower priors for the peaks of
the MLTP model, which are compatible with those adopted
in Abac et al. (2025f) for the BROKEN POWER LAW + 2
PEAKS model, namely U(7,12) Mg and U(20,50) M), the
PLP model is now strongly disfavored with a Bayes factor
of log,, B = 2.3, while the posteriors are not constrained
by the narrower priors. Finally, we are unable to perform a
model-selection comparison between the single- and multi-
population models, as they rely on different datasets.

Another key finding illustrated in the left panel of Fig-
ure 5 is the impact of incorporating the full population of
CBCs, rather than restricting the analysis to BBHs candidates
alone. Beside making the overall analysis more agnostic (by
making no assumption about the nature of each GW candi-
date), the adoption of a multi-population mass model such
as FULLPOP-4.0 significantly improves the dark siren con-

straints on Hy, despite the inclusion of just 5 additional can-
didates with at least a potential NS. We respectively find an
improvement of ~ 56% (~ 44%) and ~ 51% (~ 46%) by
using the multi-population mass model with respect to the
PLP and MLTP models, although the latter two models pro-
vide substantially different medians from each other, with a
relative difference of ~47%. This is explained by the in-
clusion of further characteristic scales in the mass spectrum,
related to the mass gap between BHs and NSs (Abac et al.
2025f). Importantly, the FULLPOP-4.0 model assumes iden-
tical redshift evolution for both BH and NS merger rates; we
verified that allowing different evolutionary tracks does not
lead to statistically significant changes in our results.

The right panel of Figure 5 shows the effect of the choice
of different luminosity weights—either ¢ = 0 or ¢ = 1,
see Equation (8). These choices balance computational cost
and avoid likelihood inaccuracies that may arise with more
extreme weightings. Although fixing these weights intro-
duces a potential systematic uncertainty (Perna et al. 2024;
Hanselman et al. 2025), the results for the no-weighting and
luminosity-weighting cases are in good agreement. The abil-
ity to constrain luminosity weights would have astrophysi-
cal value, but we find no strong evidence, based on Bayes
factors, to favor uniform weighting over luminosity-based
weighting. We find log,, B = —0.02 in the luminosity-
weighting case vs no-weighting case, indicating no signif-
icant evidence for CBCs to occur in more luminous galax-
ies in the present data. This outcome reflects the rela-
tively limited impact of the galaxy catalog on the infer-
ence with the datasets used here. We expect that these dif-
ferences will become significant with larger datasets and
better-localized events, in which case marginalizing over the
weighting power-law index may offer a more robust ap-
proach.
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The left panel of Figure 6 shows the reconstructed pri-
mary mass spectrum using the PLP, MLTP, and FULLPoOP-
4.0 mass models in the dark siren scenario. The
MLTP and FULLPOP-4.0 models identify two peaks around
8. 704 (8. 70 )M, and 26.2%2C(26.2772) M, where
the error budgets are given by the uncertainties on each Gaus-
sian peak (values from the FULLPOP-4.0 mass model). The
PLP model, in contrast, can only identify a single peak at
275742 (27.575:2) M, which is compatible with the value
found in (Abbott et al. 2023a), although a bit lower. As a con-
sequence, the PLP model prefers lower masses to account for
the missing first peak, which puts GW sources at higher red-
shifts, therefore leading to higher H values, as shown in Fig-
ure 5. The overly simplistic structure of the PLP model is not
able to capture the full complexity of the observed mass spec-
trum (Abac et al. 2025f), and provides fewer mass scales to
inform the Hy measurement. With the use of the FULLPOP-
4.0 model, we also gain access to the NS mass range. In
particular, we find support for a minimum mass value around
1.0702 (1.015:2) M, as well as the presence of two local

maxima in the CBC mass spectrum at 2.4108 (2.470-2) M,

and 7.2 14 (7.2759) M, (see Abac et al. 2025f for further
discussions). Overall, the multi-population mass model re-
constructs features in agreement with our favored single-
population model, namely the MLTP.

The right panel of Figure 6 presents the reconstruc-
tion of the CBC merger rate, defined as p(z|{d}) o
(dVe/dz)¥(z|A)/(1 + 2), (see Section 2 for definitions of
these quantities) as derived in the same dark siren scenar-
ios. While the uncertainties remain large at redshifts beyond
z = 0.5, we find that the reconstructed redshift distribu-
tions are consistent across the three mass models, with the
FULLPOP-4.0 and MLTP models predicting higher merger
rate values than the PLP model. In absence of observations
falling in the region around or above the expected peak, any
conclusion about the shape of the redshift distribution at the
corresponding redshifts is driven by the assumed parametric
form of the merger rate and by the prior range of the associ-
ated parameters.

The above results for the merger rate evolution and
mass spectrum reconstruction are based on the luminosity-
weighted analysis. We verified that all key conclusions hold
unchanged also in the no-weighing case, as well as in the
spectral siren case—see Appendix D for details on the spec-
tral siren results.

Finally, Figure 7 shows a reduced corner plot highlighting
a subset of the population and cosmological hyperparame-
ters inferred using our fiducial mass model in the dark siren
analysis and luminosity-weighting case. We observe a strong
correlation between Hy and the locations of the two BH mass
peaks, 1> and p08" (see Table 5), consistent with trends
seen in our previous analysis (Abbott et al. 2023a). Changing
H, shifts the inferred redshift of the sources, which in turn
rescales their intrinsic masses, so the mass spectrum shifts
alongside Hj to match the observed signals. In contrast, the
maximum mass parameter m,,x does not seem to correlate

significantly with H, although its posterior shows a long tail
up to the upper prior boundary. The NS region of the mass
spectrum exhibits very weak correlations with Hy, likely due
to the lack of significant structure and the smaller number of
events in that mass range. Overall, the Hubble constant ap-
pears to correlate only with certain mass scales, showing no
significant correlation with merger-rate parameters such as
the power-law index .

All constraints obtained in this section assume a fixed
value of Q, = 0.3065 as well as a fixed dark energy
equation-of-state parameter wg = —1. Inferring the values
of these parameters independently with dark sirens is not
possible at present using our methods, due to the computa-
tional cost of constructing redshift priors with varying €,
and wy. However, we can examine the impact of varying €2,
and wg with dedicated spectral siren analyses. We find that
the posterior distributions of these parameters are consistent
with the priors, due to the limited constraining power of our
data at high redshift, while the uncertainties on other param-
eters of interest are only marginally affected (as discussed in
Section 4.3). This confirms that allowing these parameters to
vary does not influence our main results.

4.2. Modified Gravity

In this Section we present the results obtained by introducing
parameterized deviations from GR that affect the luminos-
ity distance ratio, DEW / DEM  ag described in Section 2.4.2.
The analysis is carried out using our fiducial mass model
FuLLPOP-4.0.

For each parametrization, we consider two different (flat)
priors for the Hubble constant: a wide prior, Hy €
U(10,120) km st Mpc~!, and a narrow prior, Hy €
U(65,77) km s™1 Mpc~! (for the narrow prior analysis, we
present results obtained with a single pipeline rather than a
mixture of posterior samples). This choice is motivated by
the following considerations. In general, H, and any param-
eter governing modified GW propagation are correlated to
some extent, as both affect the luminosity distance-redshift
relation. Consequently, the most agnostic approach to con-
straining deviations from GR involves marginalizing over H
using a broad enough prior—hence the adoption of the wider
range. The broad prior adopted for H in this Section is nar-
rower than the one used for the ACDM case. This is because,
for certain extreme combinations of Hy and Z(, a wider
prior on Hy would lead to assigning very high redshifts—
beyond z 2 10—to the GW sources in the sample. Our red-
shift priors, by construction, do not cover these redshifts as
we assume they are highly improbable. Furthermore, this
would cause instability in our treatment of selection effects
because at these very high redshifts the stability criterion for
Monte Carlo (MC) integration could fail (see Appendix A).
To avoid these issues, we restrict the H prior accordingly.
Conversely, it is also valuable to explore constraints on GR
under the assumption of prior knowledge of other cosmo-
logical parameters, which motivates our second choice of a
narrower prior which encompasses the region of the current
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Hubble tension at approximately 40 (Aghanim et al. 2020;
Riess et al. 2022; Di Valentino & Brout 2024).

Here we present the dark siren results with luminosity
weighting, and focus on the comparison between broad and
narrow Hj priors in the figures. We also performed a spectral
siren analysis and find consistent results with the dark sirens
method. We find that modified gravity results are not sig-
nificantly improved by the inclusion of galaxy-catalog infor-
mation, as the non-GR effects primarily emerge at redshifts
where the catalog is significantly incomplete (see discussion
in Section 2.4.2).

First, we discuss results for the Zg—n parametrization, see
Equation (22). The uniform priors used in this analysis are
Zo € U(0.435,10) and n € U(0.1,10). The left panel of
Figure 8 shows the 2D corner plot for = and the low-redshift
power-law slope of the merger rate, . We find that v shows a
strong correlation with the parameters describing deviations
from GR (in this case =), in agreement with previous find-
ings (Mancarella et al. 2022; Leyde et al. 2022; Chen et al.
2024a). This correlation occurs because =y and n modify
the relationship between DEW and z, therefore affecting the
observability of GW sources as a function of redshift. A sim-
ilar change could be reproduced by adjusting the merger rate
of CBCs as a function of redshift, which is what « controls,
leading to degeneracy.

Adopting a wide Hg-prior, we find Z =
1.2704 (1.212-2), while with the narrow Ho-prior we ob-
tain Zg = 1.0703 (1.070'1) . This result is consistent with
GR, recovered in the limit =y = 1. The parameter n is poorly
constrained, and we do not show it in Figure 8.

The right panel of Figure 8 shows the results for the
s parametrization (see Equations 23 and 24), now dis-
playing the parameters cjs and v. The uniform prior used
for this analysis is ¢y € U(—10,50). We find cpy =
0.371% (0.3729) for the dark siren analysis with a wide Hy-
prior, and c¢p;y = —0.3775 (—0.3722) with a narrow Ho-
prior. This is also consistent with GR, recovered in the limit
cpr = 0. The degeneracy with the merger rate parameter - is
visibly pronounced, for the same reasons discussed for =.

In full Horndeski gravity, the function a5 can also be con-
strained through its effects on the CMB. However, in this
work we have fixed ., to a value inferred in a flat-ACDM
analysis of Planck data (Ade et al. 2016). This may introduce
a small bias in constraints on ¢, which we do not expect to
be significant given the order-of-magnitude of the constraints
obtained here. A fully correct approach would be to jointly
analyze the Planck data alongside our GW events, which is
beyond the scope of the present work; a related discussion is
found in Lagos et al. (2019).

As expected, we find a correlation between modified grav-
ity parameters and the Hubble constant. In particular, both =g
and cj are positively correlated with Hy, with Pearson cor-
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relation coefficients 0.31 and 0.58 respectively. This explains
the narrower error-bars when restricting Hy with a narrower
prior.

Finally, Figure 9 presents the reconstructed relation be-
tween redshift and GW luminosity distance DEW for both
the =p—n and aj; parametrizations, obtained with the dark
siren analysis. Figure 9 shows no deviation from the GR
prediction (in which the distance ratio is always one), con-
sidering both large and narrow priors on the local expansion
rate of the Universe. The slight asymmetry of the contours
around DEW /DEM = 1 particularly visible in the wide Ho-
prior case, is inherited from the asymmetry of the marginal-
ized posteriors on =( and ¢y visible in Figure 8.

In order to check consistency among the parametrizations,
we can map the constraint on cp; (under our fiducial value
of €),,) into a corresponding constraint on =; using Equa-
tion (25). This map implies that a flat prior on cj; re-
sults in a prior which is not flat in Zy. Therefore, for a
fair comparison, we reweight the samples by the Jacobian
implied by Equation (25). Averaging one hundred realiza-
tions to reduce the effect of random fluctuations, we ob-
tain g = 1.3702(1.3731) with a wide Hy-prior, and
Zo = 1.0755 (1.075:5) with a narrow Hy-prior. These val-
ues are consistent with the bounds obtained directly from the
=¢ analysis, although with slightly larger uncertainties, in
particular at the high tail of the posterior. This can be at-
tributed to the fact that, as explained in Section 2.4.2, the
time evolution of the distance ratio in the two parametriza-
tions is not fully equivalent: the oy, parametrization adopts
a fixed time evolution for the distance ratio, while in the =y—
n parametrization the time evolution is encoded in the pa-

rameter n, over which we marginalize. The fixed time evo-
lution results in a more marked correlation between c;; and
the parameter ~ describing the low-redshift evolution of the
merger rate, which leads to a broader marginal posterior on
Zo. We verify that this is the case with an analysis where
we vary =, while keeping n fixed to the value predicted
by Equation (25), which is n ~ 2.54. In this case, we re-
cover a consistent correlation between v and =g across the
two parametrizations. The reconstructed distance ratio (Fig-
ure 9) also shows consistency among the two parametriza-
tions, while also displaying explicitly the slight difference of
the contours as functions of redshift due to the different time
evolution.

4.3. Systematics Tests

Finally, we summarize checks conducted to ensure robust-
ness of our results. Figure 10 shows a summary of the
constraints on H, varying several assumptions discussed
in Sections 4.1 and 4.2, with additional numerical stabil-
ity checks that we discuss below. In particular, we display
the effects of luminosity weighting, varying mass models,
varying other parameters of the cosmic expansion history,
and varying choices related to the accuracy of the likeli-
hood evaluation. For these tests, we used the dark siren ap-
proach with the FULLPOP-4.0 mass model and a luminosity-
weighting scheme. The posteriors shown in this plot do not
include constraints from GW170817, and are obtained with
the i carogw pipeline only.

Most of these cases have already been discussed in previ-
ous sections, so here we focus on the numerical stability tests.
Accurate likelihood evaluation relies on line-of-sight redshift
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Figure 9. Reconstructed ratio D&V /DFEM as a function of cosmological redshift z, for the two modified gravity parametrizations considered,
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integrals. In particular, one of our two pipelines employs
MC integration with a threshold on the effective number
of PE samples n.g pr in the MC integral (see Appendix A
for details). We check the effect of changing this threshold
from 10 (which is our baseline choice) to 50, or eliminat-
ing the threshold altogether (Figure 10, “neg pg > 50” and
“No threshold on n.g pg” labels, respectively). Raising the
threshold corresponds to a more stringent condition on the
precision of the MC integration. However, adopting a cut
that is too high may lead to an artificial shift of the posterior
towards a low variance region. This motivates the need for
a check of the stability under this choice. We also consider
the possibility of thresholding on the total likelihood vari-
ance instead (Figure 10, "Log-likelihood variance < 1", see
Appendix A for details).

Although these thresholds effectively modify the likeli-
hood by introducing a data-dependent condition, we find
their effect negligible for the models considered in this work.
Nonetheless, this conclusion holds specifically for the set of
models considered here, and should not be taken as a general
statement. In particular, this strategy could become prob-
lematic when dealing with highly-peaked integrands, such as
those resulting from extreme luminosity-weighting schemes,
where redshift priors are dominated by spikes from bright
galaxies.

MC integration is also employed to compute the selection
effect term (see Appendix A). We follow the criterion (Farr

et al. 2019) requiring the number of effective MC samples
Neff,inj 10 exceed four times the number of observed events
(e.g., at least 564 for a sample of 141 events). We also test
more stringent thresholds, including increasing the require-
ment to 2000 or removing it entirely (Figure 10, “neg inj >
2000” and “No threshold on neg inj” labels, respectively),
finding no evidence of systematic bias resulting from these
changes.

As mentioned in Section 2.1, our population models im-
plicitly assume that the CBC spin distribution is isotropic
with uniform distribution in the spin magnitudes (Abac et al.
2025d). However, we verified that including spin distribu-
tions for the BBH population using the DEFAULT model (Ab-
bott et al. 2023c; Abac et al. 2025f) has no significant impact
on the current cosmological constraints (see Section 5). For
the spin-informed tests, we adopted the MLTP mass model,
as this model better fits the BBH mass spectrum of the GW
candidates used in our analysis (Abac et al. 2025f).

5. DISCUSSION AND PERSPECTIVES

In this Section, we compare our results to the literature,
and discuss possible improvements and future developments
which constitute negligible systematics at present.

5.1. Comparison with Existing Results
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pipelines, as done for the main results.

We begin by discussing our constraints on the Hubble con-
stant. Figure 11 summarizes our findings alongside previous
measurements from the LVK.

Our baseline result is obtained through a dark siren analy-
sis that improves upon previous LVK measurements (Abbott
et al. 2023a) by implementing a more advanced methodol-
ogy, as detailed in Section 2. In particular, we perform a full
marginalization over the CBC mass distribution and merger
rate parameters, even with the inclusion of redshift informa-
tion coming from a galaxy catalog. In contrast, prior LVK
analyses with galaxy catalogs relied on fixed population pa-
rameters. This makes a direct comparison unfair, as fixing
population parameters leads to overly optimistic constraints
on Hy. In contrast, our approach achieves comparable preci-
sion while providing a more statistically robust treatment by
fully accounting for population uncertainties. This explains
the narrower error bar associated to the measurement of Ab-
bott et al. (2023a) in Figure 11 as compared to the result of
this work, despite the former being obtained with a smaller
sample of GW data.

The spectral siren analysis, on the other hand, is directly
comparable to the GWTC-3.0 results obtained with the same
method. In this case, without the use of GW170817 as a
bright siren, our new measurement yields a ~ 60% improve-
ment with respect to Abbott et al. (2023a), driven by the in-

creased number of events and by the adoption of the more
comprehensive FULLPOP-4.0 population mass model.

Finally, all our results remain statistically consistent with
the values reported by the Planck (Ade et al. 2016; Aghanim
et al. 2020) and SHOES (Riess et al. 2021) collaborations at
the 90% CI.

We now turn to results on modified GW propagation.
Previous constraints on modified gravity parameters with
the GWTC-3.0 catalog were obtained by Mancarella et al.
(2022); Leyde et al. (2022); Mastrogiovanni et al. (2023);
Chen et al. (2024a), while Ezquiaga (2021) previously had
bound cjp; with GWTC-2.0. In particular, assuming a value
of Hy compatible with Ade et al. (2016), Mancarella et al.
(2022) and Mastrogiovanni et al. (2023) found Z¢ = 1.375-2
and 2y = 1.447}47 (68% CI), respectively, while Mastro-
giovanni et al. (2023) also measured ¢y = 1.0735 (68%
CI) and Ezquiaga (2021) found cp; = —3.27577 (68% CI).
In Leyde et al. (2022), different constraints are reported de-
pending on the mass model and selection cut applied to the
data. Here, we refer to the result with a PLP model and 35
BBH with SNR > 12. Adopting a prior on H restricted to
the tension region, Leyde et al. (2022) found Z = 1.47}%
and cp; = 0.4%32 (90% CI). Finally, including also three
NSBH mergers from GWTC-3.0, Chen et al. (2024a) found
e = 1.572% and 2y = 1.29700% (68% CI) with a wide
Hj prior. With respect to the best among those results, our
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Figure 11. Summary of Hy measurements from GW detections, combining bright with dark or spectral siren analyses conducted by LVK
pipelines from O1 up to O4a. Non-LVK works are shown are labeled in light gray. In yellow, we report the bright siren result that has been
recalculated for this work. Note that previous papers combined results use the bright siren samples from Abbott et al. (2021a). We report

the dark siren results in blue and spectral siren results in orange, including the bright siren in both cases. The darker-shaded line covers the
symmetric 68.3% CI, and extends till 90% CI. Studies that assumed a fixed population model are marked with a dashed line style, and a star as
a marker for the median value. The study from Gray et al. (2023) is marked with a star and a solid line, as it assumed a fixed BNS population
model, but not-fixed models for the BBH and NSBH populations. The total number of CBC events used in the analysis is indicated in square
brackets on top of each result. For details on the analysis settings, see the respective publications. The pink and green vertical bands indicate
the Planck (Ade et al. 2016) and SHOES (Riess et al. 2022) median and 1o values, respectively. The error bars obtained in this work are based

on our fiducial mass model FULLPoP-4.0.

result with a wide Hy-prior gives a ~36% improvement for
=9, and a ~30% improvement for c;.

Our bound with a narrow Hy-prior gives instead a ~42%
improvement for Zy and a ~35% improvement for cyy.
These improvements are due to the additional events from
O4a and to the use of the FULLPOP-4.0 population model.

Assuming «s is sourced by a scalar degree of freedom
within the effective field theory (EFT) framework, and in the
class of Horndeski-type theories, our constraints from GW
observations can be compared to those from LSS and the
CMB. When analyzing LSS and CMB data, it is essential
to ensure that the scalar sector remains free from ghost and
gradient instabilities. These theoretical consistency require-
ments further restrict the allowed parameter space. Recent
LSS analyses that assume luminal tensor propagation (Noller
& Nicola 2019; Baker & Harrison 2021; Seraille et al. 2024;
Ishak et al. 2024) impose such constraints. In a GW-only
analysis, we assume that stability can be enforced by appro-
priate choices of additional EFT operators—particularly the
braiding parameter « p—which influence only the scalar sec-
tor. For theories with ap = 0, regions with a; < 0 are
typically ruled out by stability arguments.

The latest available LSS bounds correspond to the clus-
tering measurements from DESI 2024 (Ishak et al. 2024).

This work finds the bound c;; < 1.14 (95% CI), assuming
vanishing braiding and a ACDM background. Relaxing the
braiding assumption and marginalizing over it yields a con-
straint of cpy = 1.05 £ 0.96 at 68% CI. More stringent con-
straints can be obtained by combining different LSS observ-
ables. In particular, the integrated Sachs—Wolfe (ISW) ef-
fect from galaxy—CMB cross-correlations has been shown to
provide significant improvements (Renk et al. 2017; Seraille
et al. 2024). Combining LSS and CMB observables to
ISW, Seraille et al. (2024) find ¢y = 0.5470 20 at 95% CI
after marginalization over the braiding parameter. Although
consistent with these bounds, our best result is weaker by ap-
proximately ~25% and ~60% relative to the latter two, re-
spectively. Despite this, our results are based on an entirely
independent dataset with different systematics.

5.2. Perspectives

Considerations on the Spectral Siren Analysis—Spectral siren
information is driven by the shape of the mass spectrum of
compact objects. Our mass models are based on specific
parametric forms. We choose a set of hyperparametric prior
bounds from previous studies Abbott et al. (2023a,c). Ex-
tending the prior range of the population parameters to sig-
nificantly wider priors may significantly change the recon-



20

structed mass spectra and therefore effectively represent dif-
ferent mass models, even though the analytical formulation
of the mass model is the same Gennari et al. (2025). We
do not consider this possibility here. As discussed in Sec-
tion 4.1, we observe some variation in the results obtained
with our simplest mass model, the PLP model, compared
to those obtained with the MLTP and FULLPOP-4.0 mod-
els, which are able to better describe the observed primary
mass distribution (Abac et al. 2025f), as shown in Figure 5,
Figure 6, and Figure 10. Compared to different galaxy-
weighting schemes, this represents the dominant systematic
in our analysis.

Related to this, we did not consider extra correlations be-
tween population features, such as mass—redshift and mass—
spin interplay. However, their possible existence is be-
ing increasingly investigated. For example, Pierra et al.
(2024a) reports a correlation between spin magnitude and
mass, which could influence cosmological inferences as cur-
rent constraints are closely linked to the mass distribution,
while Abac et al. (2025f) finds support for the evolution of
the spin distribution with redshift (Biscoveanu et al. 2022).
Tong et al. (2025) studies the impact of spin information in
spectral siren cosmology, showing that its inclusion can mit-
igate systematics related to mismodeling of the mass spec-
trum. Similarly, while current data do not robustly support
evolution of the mass distribution with redshift (Heinzel et al.
2025; Lalleman et al. 2025; Gennari et al. 2025; Abac et al.
2025f), considering this effect may become important as GW
detector sensitivity improves. Such evolution could introduce
biases if not properly modeled (Pierra et al. 2024b; Agar-
wal et al. 2025). Nevertheless, because cosmological effects
imprint a coherent and predictable modulation on the mass
spectrum observed across different redshifts, it is expected
that appropriate modeling should allow disentanglement of
these from astrophysical evolution (Ezquiaga & Holz 2022;
Chen et al. 2024b). In future studies, it would be valuable
to incorporate comprehensive correlation modeling or adopt
data-driven approaches (Farah et al. 2025), which offer in-
creased flexibility and robustness by reconstructing features
directly from the observations, without strong parametric as-
sumptions.

Combination with Bright Sirens—When combining dark siren
events with bright sirens such as GW170817, particularly
within a sample that includes both BNS mergers with and
without EM counterparts, the correct approach would be to
model the joint GW and EM detection probabilities and per-
form a unified hierarchical inference. At present, while our
pipelines fully account for GW selection effects, they do not
yet model the EM detection probability (potential system-
atics related to EM selection effects, and related mitigation
strategies, can be found in Chen 2020; Chen et al. 2024c;
Mancarella et al. 2024; Miiller et al. 2024; Salvarese & Chen
2024). Consequently, we exclude GW 170817 from the dark
siren inference and instead combine its posterior with that
of the dark sirens a posteriori. We verify that this choice
does not introduce any bias by checking that the exclusion of

GW170817 does not affect the inferred BNS mass spectrum.
We therefore conclude that the a posteriori combination used
here is robust and does not impact the final cosmological con-
straints. Nevertheless, this effect will need to be included
when more bright siren events occur.

Considerations on the Analysis with Galaxy catalog—Given the
catalog’s incompleteness, assumptions must be made about
the distribution of missing galaxies. We model the ex-
pected number density with a redshift-independent Schechter
function (see Section 3.2) and assume that missing galaxies
are uniformly distributed in comoving volume and isotrop-
ically in sky position. While the latter is the most conser-
vative choice, viable alternative assumptions include hav-
ing them trace the distribution of cataloged galaxies (Finke
et al. 2021a) or follow prior knowledge of large-scale struc-
ture (Dalang & Baker 2024; Leyde et al. 2024; Dalang et al.
2024; Leyde et al. 2025). Future work could examine the
sensitivity of results to these choices and their potential to
improve constraints. Possible systematics related to neglect-
ing a putative evolution of the Schechter function might be
also considered when using deeper catalogs. Furthermore, in
this work, we model the uncertainty on galaxy redshift us-
ing a Gaussian distribution. However, this assumption likely
represents an oversimplification, as photometric redshift er-
ror distributions can be more complex and even vary on a
galaxy-by-galaxy basis. More comprehensive approaches,
such as the use of full photo-z PDFs, have been explored
in the literature (e.g., Palmese et al. 2020). Redshift uncer-
tainties can propagate into derived quantities that depend on
redshift, such as K-corrections and absolute magnitudes (or
luminosities). Turski et al. (2023) investigated two common
error models (Gaussian and modified Lorentzian) and found
that, under current levels of uncertainty, the choice of red-
shift error model does not significantly affect constraints on
the Hubble constant. Nonetheless, this conclusion may not
hold as future catalogs become more complete and system-
atic uncertainties are reduced, potentially making the choice
of redshift uncertainty model more consequential.

Considerations on Modified Gravity—The considerations in the
previous paragraphs apply also to modified-gravity analyses.
The possible evolution of mass features with redshift could
be potentially more impactful in this case, due to the redshift
dependence of modified GW propagation.

A specific point to address in this case is the parametriza-
tion choice. While the parametrizations adopted here are
widespread and cover most known theories, they are not
fully universal. To avoid limitations imposed by specific
parametrization choices, it would be valuable to consider
model-independent approaches to constrain the GW-to-EM
distance ratio directly from data.

6. CONCLUSIONS

We have presented cosmological constraints obtained from
the GWTC-4.0 catalog of GW events detected by the LVK
detectors. Our headline results are updated bounds on the
Hubble constant: when 141 events with FAR < 0.25yr~!



are analyzed as dark sirens with the GLADE+ galaxy cata-
log, and combined with the bright siren GW170817, we ob-
tain a bound of Hy = 76.675%" (76.673} %) kms™ Mpc~*
(using the FULLPOP-4.0 mass model and applying luminos-
ity weighting to the galaxy catalog). A summary of the dif-
ferent H, values obtained using different data sets and model
assumptions can be seen in Table 1.

The Hy bounds obtained from applying a spectral sirens
analysis to GWTC-4.0 are improved relative to those with
GWTC-3.0 by ~ 60%. When spectral siren posteriors are
combined with those from the bright siren GW170817 the
change between GWTC-4.0 and GWTC-3.0 is somewhat re-
duced, as can be seen by comparing the two orange bounds
in Figure 11. This is consistent with GW170817 still being
an important component of our constraints.

The comparison of some dark sirens bounds between
GWTC-3.0 and GWTC-4.0 is not straightforward given the
major upgrades in methodology that we have presented in
this work, such as marginalization over mass distribution and
merger rate parameters. The bounds shown in Figure 11 that
use a fixed or partially-fixed CBC mass distribution (indi-
cated by a star) should be considered as artificially tight for
this reason. Comparing the results of this work to that of
Mastrogiovanni et al. (2023), which did vary merger rate and
BBH mass distribution parameters, one can see that the im-
provement in the dark sirens results is essentially driven by
the improvement in the spectral sirens component (compar-
ing this work to the orange line from Abbott et al. 2023a.)

We have considered here a range of parameterized models
for the mass distribution of compact objects. The PLP model
is now mildly disfavored relative to the MLTP model. How-
ever, the tightest constraints on H are obtained using the
FULLPOP-4.0 model which enables the NS and BH distribu-
tions to be jointly analyzed. In comparison, the choice of lu-
minosity weight applied to the host-galaxy probabilities has
negligible importance. Increasing our certainty about types
and locations of features in the CBC mass distribution is a
major route to tightening GW bounds on the Hubble con-
stant, via the spectral siren method.

In addition, we have presented bounds on parameterized
deviations from GR affecting the GW luminosity distance.
A summary of these constraints can be seen in Table 2.
Using two commonly-used parametrizations, we obtain the
dark siren bounds of =y = 1.270% (1.272:23) and c)y =
0.3719(0.3729), where the GR limit is recovered in the
cases =9 = 1 and cpy = 0, respectively. Hence, our re-
sults show good consistency with GR on cosmological dis-
tance scales. The improvement in constraints on these pa-
rameters is quite substantial (~35-42% when using a nar-
row Hj prior) relative to previous GW analyses. This is
because these constraints in particular utilize higher-redshift
GW events and are scarcely impacted by galaxy catalog lim-
itations; so they benefit strongly from the ~3-fold increase
in GW events in GWTC-4.0. Whilst not on an equal footing
with EM constraints (for parameters where these are avail-
able), this work demonstrates the potential of LVK events to
act as an independent probe of cosmological modified grav-
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ity. In future, these tests could be honed on selected modified
gravity parameters that are inaccessible through galaxy sur-
veys.

The advances in methodology presented have been pos-
sible due to upgrades in computational efficiency of our
software pipelines. We anticipate that continuing improve-
ments will open up more flexible parameterized models (e.g.,
evolving mass-distribution models) in near-future analyses,
and will ultimately allow non-parametric analyses (such as
binned approaches, splines or Gaussian processes). This
will allow us to lift the assumptions of parameterized forms
for the mass distribution and luminosity distance ratio in
modified-gravity tests.

A limiting factor affecting our present results is the com-
pleteness and redshift depth of the galaxy catalog used in
our analysis. For most events analyzed here, the bulk of
the luminosity-distance posterior distribution lies beyond the
redshift range of the K-band GLADE+ catalog for the pre-
ferred values of Hy. This means that for many events our
results are largely uninformed by the distribution of poten-
tial galaxy hosts; instead, features in the mass distribution
of CBCs dominate the constraints. However, the absence of
Virgo during O4a means that O4a candidates have luminos-
ity distance errors that are, on average, larger than those of
GWTC-3.0. Hence they are somewhat less informative than
O3 events, even when used as spectral sirens.

Fortunately, both of these limiting factors have near-term
solutions. The additional contribution of the Virgo detector
in the remainder of O4, when combined with the two LIGO
detectors, is expected to result in better-localized events, on
average. Source localization depends upon the number of
GW observatories that can detect a source (Schutz 2011; Ab-
bott et al. 2020b; Abac et al. 2025b). Good sky localiza-
tion requires data from at least three observatories (Wen &
Chen 2010; Singer et al. 2014; Pankow et al. 2020), while
volume localization also depends upon the signal-to-noise ra-
tio (Cutler & Flanagan 1994; Del Pozzo et al. 2018), which
also improves with more observatories. Precise localiza-
tion aids both follow-up to search for EM counterparts and
cross-referencing with galaxy catalogs (Nissanke et al. 2013;
Gehrels et al. 2016; Singer et al. 2016; Chen & Holz 2016;
Pankow et al. 2020). Consequently, prospects for GW mea-
surements of Hy are significantly enhanced when there is a
network of at least three comparable-sensitivity GW obser-
vatories online (Chen et al. 2018; Kiendrebeogo et al. 2023;
Emma et al. 2024; Soni et al. 2024).

Meanwhile, a deeper successor to the GLADE+ galaxy
catalog, UpGLADE, is in preparation for future release. The
next few years will also see further data releases from Stage
IV galaxy surveys such as the Dark Energy Spectroscopic
Instrument (Aghamousa et al. 2016), Euclid (Laureijs et al.
2011; Mellier et al. 2025), and the start of observations by the
Vera Rubin Observatory (Ivezic¢ et al. 2019). Using data from
these surveys is expected to strengthen the informativeness
of the galaxy catalog component of the dark sirens method.
Forecasts using simulations of the 100 highest signal-to-
noise ratio events in O4 and O5 with a complete galaxy cata-



22

ACDM - Dark sirens

Population model GW candidates Hy (Dark sirens) Hy (Dark + bright sirens)
[kms™* Mpc™!] [kms™ Mpc™?)
POWER LAW + PEAK 137 (138)  124.87132 (124.8%032) 8591244 (85.9118%)
MULTI PEAK 137 (138) 87.31359 (87.31535)  77r.0MInS (77.03%3)
FULLPOP-4.0 141 (142) 81.67315 (81.6752%9) 76.67 5% (76.6735:2)

Table 1.

Values of the Hubble constant measured in this study using different data sets and analysis methods, adopting a uniform prior

Hy € U(10,200) kms™ Mpc™'. Columns are: population mass model assumed in the analysis (first column), number of GW candidates
analyzed, including GW170817 in parentheses (second column), Ho dark siren measurement reported as a median with 68.3% and 90%
symmetric CI, before (third column) and after (fourth column) combination with the bright siren (GW170817) measurement.

Modified gravity — Dark sirens

Parametrization =o—n

0

Wide Hy-prior

Narrow Ho-prior

1.2705 (1.243%)
1.0794 (1.oFL )

Parametrization a:ps

CMm

Wide Hy-prior

Narrow Ho-prior

0.371¢(0.3%29)
—0.3%15 (=0.3433)

Table 2. Values of the modified-gravity parameters =g and cjs constrained assuming two different parametrizations of modified GW propaga-
tion. Both analyses are carried out assuming our fiducial population model FULLPOP-4.0 (141 GW candidates) with the dark siren method. We
explore wide and narrow priors for Hy, i.e., Ho € U(10,120)kms™ Mpc™" and Hoy € U(65,77) kms ™" Mpc ™", respectively (see the main
text for more details). We adopt uniform priors for Z9 € U(0.435,10) and n € U(0.1, 10) (not reported in this table), and a uniform prior
for cpr € U(—10,50). Columns are: Hy prior chosen for the analysis (first column), modified gravity parameter (2o or cas) measurement

reported as a median with 68.3% (second column, first value) and 90% (second column, second value) symmetric CI. Note that, in contrast to
Table 1, the bright siren GW170817 is not used as it is uninformative in this analysis.

log are presented in Borghi et al. (2024); these yield bounds
on Hj better than 10% in OS5 for both photometric and spec-
troscopic galaxy catalogs. Having this kind of galaxy data
in hand will accelerate the progress towards competitive GW
bounds on the Hubble constant presented in Figure 11.

It remains possible that future runs of the LVK detectors
will yield a further bright siren detection(s), although these
are rare. Such an event would likely give GW measurements
of Hy a rapid boost in constraining power. However, with or
without such events, the methods and analyses of this paper
demonstrate that dark and spectral sirens can provide steady
progress towards the goals of GW cosmology.

Data Availability: All strain data analyzed as part of
GWTC-4.0 are publicly available through Gravitational
Wave Open Science Center (GWOSC). The details of this
data release and information about the digital version of the
GWTC are described in detail in Abac et al. (20251). The
data products generated by the methods described within this
work are available from Zenodo (LIGO Scientific Collabora-
tion et al. 2025).
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A. DETAILS ON THE LIKELIHOOD EVALUATION

In this Appendix, we provide more details on the likelihood evaluation. Assuming spins are neglected, the integrals in Equa-
tion (1) span five dimensions, encompassing the component masses, sky position, and luminosity distance. A common strategy
in GW population studies is to evaluate these integrals via MC integration. The posterior distributions for individual events
p(@fet |di) are provided as discrete sets of samples, which can be repurposed to compute MC sums.

In icarogw the evaluation of the integrals at the numerator of the posterior in Equation (1) uses MC integration. Consider a
normalized probability distribution p(z) with [ dz p(z) = 1, and the expectation value of a function f(z), i.e.,

) = / d f(z) plz) (AD)

This can be approximated with the following MC estimator:

R 1 Naraw
() =5— k; Sk, (A2)

where the points xj, are drawn from p(z), for a total of Ng,ay draws. In the case of the posterior distribution in Equation (1), for
each observed event labeled by 7, we are given N ; samples 6}, ; ~ p(O?et |d;) from the corresponding posterior. The estimator
of each integral in the product sign (denoted here as L;) is therefore:
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The advantage of MC integration lies in its ability to handle high-dimensional integrals efficiently, provided sufficient conver-
gence is achieved. Specifically, MC integration introduces sampling variance that must be carefully managed (Farr 2019; Essick
& Farr 2022; Talbot & Golomb 2023). The variance associated to the estimator in Equation (A2) can be written as

1
B Ndraw

var((f)) [(F2) = (57] (Ad)
To ensure accuracy, one typically requires the variance to be small enough. A common diagnostic is the effective sample size (Farr
2019),
(f)*
Neff = Ndrawi . (AS)
(%)
We adopt the default choice neg pr > 10 for the icarogw analyses presented in this work. Here, the suffix PE denotes the
threshold for the estimator in Equation (A3).
In contrast, gwcosmo employs a one-dimensional kernel density estimation (KDE) method. This approach first re-weights the
posterior samples 8; j based on a given population model. For each sample the reweighting is calculated as

o ppop(0i7k|A)

* mpe (051 A) (A6)

This is followed by the construction of a redshift kernel within each sky pixel (2. For each re-weighted sample a redshift z; ;. is
calculated from its luminosity distance DS\Z’V,C given A.. The KDE is then used to construct the redshift probability distribution
of the event i in the pixel €2,
p(z|di, Q,A) ~ Z w; K (z = zig, h), (A7)
ke,

with K (-, h) being a kernel with bandwidth » and w; i the normalized weights. Including the catalog information explicitly, the
likelihood for a single event becomes

A
Li(A) x Z p(Q5]di, A) /dzp(z|Qj,A) wl(i z) p(z|di, 5, A). (A8)

J

In this equation p(z|d;, 2, A) is the population-weighted KDE in the pixel Q;, p(Q;|d;, A) is the per-pixel probability given
event d;, and p(z|€2;, A) is the prior from the catalog information. Here, the sum over pixels j effectively discretizes the integral
over solid angle, so that each pixel €2; covers a finite AS);.
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While this approach effectively incorporates galaxy catalog information while avoiding the issues of numerical stability found
with the MC integration method, it is susceptible to systematic uncertainties if re-weighted sample sizes are too small.

The selection function £(\) is estimated by both i carogw and gwcosmo through MC reweighting of simulated GW injections
campaigns (Tiwari 2018; Farr 2019). A number of Ng,.y injections are generated with parameters 92“ drawn from a reference
distribution pdraw(ngt). Then, the same detection threshold used for building the observed GW catalog is applied. As a result,
the detection probability is set to P(det|@4°") = 1 for the Ngc; injections that pass the threshold, and P(det|@}°") = 0 for the
rest. The MC estimator of the integral in Equation (2) is then

R 1 Naet

det —
£ 1 de;* (0, As) |1

N Ndraw ; pdmw(gget) U dgz

ppop(ek |A) (A9)

01,=0, (03¢, A,)

More details about the set of injections used in this study can be found in Essick et al. (2025); Abac et al. (2025¢).

For the selection function (), we follow the condition Neff inj > 4Nobs to ensure sufficient coverage of the parameter space
by the injections (Farr 2019).

When computing the per-event likelihoods entering the posterior in Equation (1), i carogw additionally imposes ng pr > 10
for each term; as an alternative diagnostic, Talbot & Golomb (2023) suggests using the total variance of the population log-
likelihood:

Nobs .
var(ng) = ) Varﬁ(fl) + N2 Vagig) . (A10)
=1 4

A threshold var(Iln £) < 1 is found to be sufficient for reliable inference. We also assess the impact of this condition when using
icarogw.

In practice, these criteria act as regularization tools: they restrict the sampler from exploring regions where MC estimates are
unreliable. These conditions are inherently data-dependent and effectively modify the likelihood surface. Nevertheless, they stem
from numerical limitations, not the likelihood’s theoretical form.

B. LUMINOSITY FUNCTION AND COMPLETENESS ESTIMATES
B.1. Schechter Luminosity Function

The out-of-catalog term in the redshift prior term requires us to estimate the incompleteness of our galaxy catalog due to the
flux limits of imaging or spectroscopic surveys they are obtained from. The luminosity function of galaxies which quantifies the
number density of galaxies in the Universe is used to quantify this incompleteness. We use a parameterized Schechter function
to describe the luminosity function such that

(L, \)dL = ¢, {LL} exp [—LL] ‘zL, (B11)

where the parameters \ consist of: the normalization ¢,, representing the galaxy number density at the characteristic luminosity,
the characteristic luminosity L., where the function transitions from a power-law to an exponential cutoff, and the faint-end slope
« that determines the abundance of low-luminosity galaxies.

The luminosity function can be further expressed in terms of magnitudes by using

Sch(M, \)dM = &(L, \)dL, (B12)

and the relation between absolute magnitude and luminosity. To express the luminosity function in terms of absolute magnitude
M, we use the standard relation between luminosity and magnitude:

where M, is the characteristic magnitude corresponding to L,. Substituting this into Equation (B11), we obtain the Schechter
function in terms of magnitude:

Sch(M; \) dM = 0.41n(10) ¢, 100-4@+DAL=M) oy [—100~4<M**M> dM , (B14)

where M, is the characteristic magnitude corresponding to L. In summary, A\ = {«a, ¢, M, }. Finally, we assume the Schechter
function to be defined in the interval My,;, < M < My,.x, and being zero outside.
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In practice, the Schechter parameters are often provided assuming Hy = 100 km s~ Mpc~!. To convert them to a cosmology
with arbitrary Hy, the following scaling relations apply:

M, (h) = M,(h=1)+5log;yh, (B15)
¢u(h) = ¢pu(h =1)h>, (B16)

where we have defined h = H/100 km~! s Mpc. We also assume the luminosity function of galaxies to be non-evolving, i.e.,
independent of the redshift.

For the K-band luminosity function, we use M*K —5logh = —23.55, « = —1.09 and ¢, = 1.16 X 10~243 Mpc73 based
on the results from the 2MASS galaxy survey (Kochanek et al. 2001). The parameter ¢. can be reabsorbed in a normalization
factor, therefore its value does not impact our results (Mastrogiovanni et al. 2023; Gray et al. 2023).

Finally, we discuss the calculation of the out-of-catalog contribution in Equation (12). One has

dM 10704 =M geh (M, \) =

ngafﬁ,Out(Z7 Q) o d‘/;(z7 Q) /erxax

dzdQ  d2dQ S o @) (B17)
Y A
T dzdQ 7T ’
= Line (2,m4n: () / L*

where from the first to the second line we changed variables to 2 = L/ L, and used Equation (B11).
For o > —1, one can compute the integral in the second line of Equation (B17) as the difference of incomplete gamma
functions, obtaining:

dN;afﬁ,out(Z? Q) _ d‘/c(z7 Q)
dzdQ T dzdQ

¢* Finc(a+6+17$thr)_Finc(a+6+17xmax):| (a+€> _1> ) (Blg)

where Tihe = 100.4[1\4*—Ibftl,r(z,mthr(ﬂ))], Tmax = 100.4(M*—Mmax).

However, for values av + € < —1 (as is the case here), the incomplete Gamma functions in square brackets on the right-hand
side of Equation (B18) are divergent, while their difference and the integral in the second line of Equation (B17) remain finite. In
this case, we compute the integral directly via numerical integration.

B.2. Over-density of Galaxies and Incompleteness of the Galaxy Catalog

For any given GW event, the over-density of galaxies towards the line-of-sight to an event can be defined as

—1

Oz, \) = dM Sch(M;\)| . (B19)

Max(2,92)
Wea(2,9) | dVel= ) / dM Sch(M; \)

dVe(z, Q) /Mmax(l@)
dzd2 dzd$2

Miny dzdQ2

— 00

The first term in the numerator is evaluated based on the galaxies present in the galaxy catalog, while the integrals are performed
based on the assumed luminosity function parameters. If this ratio is greater (less) than unity, it indicates an over(under)-density
of galaxies along the line of sight toward the GW source. We compute the mean of this quantity for all pixels at a given redshift,
and then list the minimum and maximum of these values over the range of redshifts encompassing the 90% credible localization
intervals in Table 8.

In Table 8, we list the minimum and maximum values of this quantity within the redshift range that covers the 90% credible
localization for each event.

The incompleteness of the galaxy catalog in a given direction for the case of luminosity weighting is defined as:

—1

I(z, N = dM 10704 =MIGeh (M \)

d‘/;:(za Q) /M““(Z7Q) dM 10—0.4(M—M*)Sch(M_ A)

d‘/c(Z,Q) J\/Imax(z,Q)
dzdQ /

dzdQ)

— 00 — 00

(B20)

At every redshift, we compute the median of this quantity over all pixels corresponding to the 90% localization. We report values
corresponding to the minimum and maximum redshift that encompasses the 90% credible intervals as a range in Table 8.
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C. MASS AND MERGER RATE MODELS

In this appendix, we describe the population models that we have considered in this paper, both in terms of mass and merger rate
of CBCs. All the adopted population models are composed of various simple mathematical functions which we describe below.

The truncated power law P (Z|Zmin, Tmax, &) is described by slope «, and lower and upper bounds Zpin, Zmax Where the
distribution shows hard cutoffs,

@ in <x< :
P (2| Tmin, Tmax, @) X 7% (@min S TS Tmax) : (C21)
0 otherwise
The truncated Gaussian distribution with mean y and standard deviation o with support at [a, b] is defined as
G(a,b) { (ﬂc—u)T
G(x|\p,o,a,b) = exp |————1 , C22
( ‘/J ) U\/ﬁ p 202 ( )
with the normalization G (a, b) implicitly determined through
b

/ G(x|p,0,a,b)dx = 1. (C23)

In the PLP and MLTP population models, we apply a smoothing function at low masses (1m = mmujin), also called high-pass filter,
so that
p(ma, ma|A) o< p(m1|A) Sy (M |[Mmin, 6m)p(ma|my, A)Sh(ma|[Mmin, 6m) - (C24)

Here, Sy (m|Mmin, 0m) is a sigmoid-like smoothing function that rises from O to 1 over the interval (Muyin , Mmin + dm ) given by

0 (m < mmin)
Sh (M| Muin, Om) = [f (m — Mumin, Om) + 1]_1 (Mumin < M < Mupin + Om) (C25)
1 (m > Mmin + 5m)
where d,, is a smoothing scale parameter and
0. 0.
/ m m
m) = — +— . 2
f(m',om) exp<m/+m/_5m) (C26)

The notation in Equation (C24) has been slightly misused because, due to the smoothing functions, the marginal distribution
p(mq 2|A) is no longer obtained by marginalizion of Equation (C24) over mg 1.

The PLP model (Talbot & Thrane 2018) describes the primary mass distribution as a combination of two components: a
truncated power law with slope —«, defined between a minimum mass My, and a maximum mass Mya.x, and a truncated
Gaussian distribution with mean /1, and standard deviation o, defined in the range [mMmin, Mmax], With the parameter A, denoting
the fraction of events belonging to the Gaussian component; the secondary mass is modeled with a separate power law, defined
between mpyi, and mq and characterized by the slope 3,

p(m1|A) = (1 - )\g) P(ml | Mmin, Mmax; _04) (C27)
+ )\g g(ml | Mg, Ogs Mmin, mmax) s
p(m2|m1;A) = P(m2|mminamlvﬂ) . (C28)

We report the parameter priors of the PLP model in Table 3.
The MLTP model (Abbott et al. 2021c) is the direct extension of the PLP model. The primary mass distribution is based on
Equation (C24) and consists of one power law combined with two Gaussian peaks,

p(ml‘A) = (1 - )‘g)’P(ml‘mmina Mmax, 701)
+ AgAg)wg(ml |,ulgowa Oé;owa Mmin, mmax) (C29)

+ Ag(l - A,}_z;ow)g(ml ‘ﬂgigh O'glglighv Mmin, mmax) ;

where the two means of the Gaussian components are given by ulgf)w and u}g‘igh, and their respective standard deviations by alg"w

and agigh. Once again, the respective fraction of events in the first and second Gaussian peak are given by A\; and )\g’w. The
secondary mass distribution is still modeled as in Equation (C28). We report the parameter priors of the MLTP model in Table 4.
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POWER LAW + PEAK

Parameter Description Prior

@ Spectral index of primary mass power law U(1.5,12)
B Spectral index of secondary mass power law ~ U(—4,12)

Mmin Minimum primary mass [Mg] U(2,10)

Mmax Maximum primary mass [ Mg ] U(50, 200)
Om Smoothing parameter [ M ] U(1073,10)
g Location of the peak [Mg] U(20, 50)
Og Width of the peak [M¢] U(0.4,10)
Ae Fraction of events in the peak U(0,1)

Table 3. Summary of the hyperparameters priors used for the PLP model. U stands for uniform prior.

The FULLPOP-4.0 model (Abac et al. 2025f) spans the full mass distribution of CBCs and therefore includes BNSs, NSBHs,
and BBHs. It consists of a broken power-law continuum, Gaussian peaks, and smoothing at the edges of the distribution. It
additionally includes notch filters to allow for both lower and upper mass gaps (Ozel et al. 2010; Farr et al. 2011; Fryer et al.
2012; Belczynski et al. 2012). The depth of these mass gaps is a free parameter: the data can determine whether the rate goes
to zero within the gap or if the gap is partially or totally filled. This model is an extension of the POWERLAW-DIP-BREAK
model described in Fishbach et al. (2020); Farah et al. (2022), and is the same as the FULLPOP-4.0 model described in Abac et al.
(2025f). The primary and secondary mass distributions of FULLPOP-4.0 are described by the following equations,

p(ml |A) = (1 - )\g)B(ml ‘mmina Mmax, —Q1, 02, b) + )\g)\lgowg(ml |ulgow Ugow7 Mmin, mmax) (CSO)
+ /\g(l - )‘lgow)g(ml |,u}gligh7 Ugigh, Mmin, mmax) )
p(m2|A) : (C30) with Q192 — ,8172 and mi — Mma. (C31)
In Equation (C30), the distributions G are the same Gaussian components as for the MLTP mass model, hence the hyperparameters

governing the fractions of events in the peaks or the position of the mass features are named similarly. The function B is a broken
power law constructed from two truncated power-law distributions attached at the point b such that:

h— Mpreak — Mmin 7 (C32)
Mmax — Mmin
with ) _
Mireak = 0.5(miY™ 4 mbie" 4 gmin _ gmax), (C33)
namely, the center of the mass gap between the NS and BH regions. The probability density distribution of the broken power law
B for the primary and secondary masses are hence written as follows:

<b|mmina b; _al)

1 P
B(m1|mmin7 Mmax, 01, a2) =7 P(m1|mmin7 b7 _al) + P P(m1|b; Mmax; _a2) ) (C34)

NB (b|mmaxa b; *O[Z)
B(m2|mmin, mi, ,817 ﬂg) = (C34) with 1.2 — [3172 and mi — Mma., (C35)

where Np is the normalization factor. Finally, both distributions for the primary and secondary masses are combined using
the low-pass, high-pass, and notch filter to construct the FULLPOP-4.0 mass model. The total distribution is then given by the

product of p(m1|A) with a high-pass filter Sy, at My, governed by 2%, a low-pass filter S| at M. governed by 62%%, and a

notch filter .S,, between m}fw and mglgh, governed by 5g‘in and 05'**. The low-pass filter is constructed similarly to the high-pass

filter,

0 (m > Mmax)
Sl (m|mmaxv 5m) = [f (mmax —m, 5m) + 1]_1 (mmax - 5m S m < mmax) ) (C36)
1 (m S Mmax — 5m)

where the function f(.) is the same as the one defined above in Equation (C26). The notch filter is defined as a combination of
the low- and high-pass filters,

Sn(m|mmina 611—:11“17 Mmax; 62?“) =1- ASl(m‘mmaxv an)sh(m|mmina 61111111n) 5 (C37)
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MuLTI PEAK
Parameter Description Prior

o Spectral index of primary-mass power law U(1.5,12)

B8 Spectral index of secondary-mass power law ~ U(—4,12)
Mmin Minimum primary mass [Mg] U(2,10)
Mmax Maximum primary mass [ M ] U(50,200)

Om Smoothing parameter [ M ] U(1073,10)
™ Location of the first peak [Mg] U(5,100)
o Width of the first peak [Me] U(0.4,5)
,u;“gh Location of the second peak [M¢] U(5,100)

g‘gh Width of the second peak [Mg] U(0.4,10)

Ae Fraction of sources in the peaks U(0,1)
A Fraction of sources in the first peak U(0,1)

Table 4. Summary of the hyperparameters priors used for the MLTP model. U stands for uniform prior.

where A € [0, 1] is a parameter governing the deepness of the dip. Following the above definitions and using Equation (C30), we
can define ' -
pS(m1|A) o8 p(m1|A)Sh(m1|mmin,5$1n)51(m1|mn1aX75f§ax)511(m1|mlow 51n1n7 lg 6max) ) (C38)

and similarly for the secondary mass. The normalized joint probability density is then given by the product of both pg(mq|A)
and pg(ms|A) with the pairing function f(mq, mo|A) defined by

B1
m
<2) (m2 < mbreak)

f(ma,ma|B1, Bz, Mireak) = B2 (C39)
<2> (m2 Z mbreak) )
mi
so that 1
p(mi, ma|A) = —ps(mi|A)ps(ma|A) f(mi, ma|A), (C40)

Ng

where Ng is a normalization constant to be computed numerically. Note that due to the pairing formalism the marginal mass
distributions are different from the marginalized joint distribution (Abac et al. 2025f). The full set of parameter priors, descriptions
and notations, are shown in Table 5.

Finally, we describe the merger rate evolution as a function of the redshift, modeled with a Madau—Dickinson parametriza-
tion (Madau & Dickinson 2014), which is characterized by parameters {~, k, z,} € A, where +y and « are the power-law slopes
respectively before and after the redshift turning point between the two power-law regimes, z,,. Explicitly,

(1+2)7
L+ [(1+2)/ (L+ )"

b (2l 2p) = [L (14 25) 77" (C41)

The parameter priors are shown in Table 6.

D. SPECTRAL SIREN RESULTS

In this Appendix we report details on results using the spectral sirens method. Figure 12 displays the marginalized posteriors for
the Hubble constant estimated with each of the three mass models considered. As for the galaxy catalog results (see Figure 4),
we show the marginalized posterior for Hy from the spectral siren analysis, with different mass models, as well as the posterior
for the FULLPOP-4.0 model combined with the bright siren GW170817 (blue curve). The analyses using the PLP, MLTP, and
FULLPOP-4.0 mass models yield Hy = 112.77550(112.7 229 kms ™" Mpc ™!, Hy = 77.17505(77.1%53 %) kms ™ Mpc~*,
and Hy = 76.4f§§:?(76.4f§§%) kms~* Mpc ™!, respectively. We observe that, as for the dark siren analysis, the best precision
is also achieved using the FULLPOP-4.0 population mass model, which benefits from a larger number of GW events and more
mass features. Our most precise estimate is obtained by combining the FULLPOP-4.0 model with GW 170817, which leads to a
value of Hy = 74.675%*(74.6725-1 ) kms ™! Mpc ™!, similar to the dark sirens results.
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FuLLPoOP-4.0
Parameter Description Prior
a Spectral index of 1st primary-mass power law U(—4,12)
1% Spectral index of 2nd primary-mass power law U(—4,12)
b1 Spectral index of 1st secondary-mass power law ~ U(—4,12)
B2 Spectral index of 2nd secondary-mass power law ~ U(—4,12)
Mumin Minimum primary and secondary mass [M] U(0.4,1.4)
Mmax Maximum primary and secondary mass [M ] U(50, 200)
ymin 1st smoothing parameter of the low mass [My] LU(1072,1)
om™ 2nd smoothing parameter of the low mass [Mg] LU(1073,1)
lg"w Location of the first peak [Ma ] U(5,150)
o Width of the first peak [Mc] U(0.4,5)
pieh Location of the second peak [M¢] U(5,150)
opieh Width of the second peak [M] U(0.4, 10)
Ae Fraction of sources in peaks U(0,1)
A Fraction of sources in the first peak U(0,1)
mv Left side of the dip [M] U(1.5,3)
mhE Right side of the dip [Mg] U(5,9)
Jmin Smoothing of the left side of the dip [Mo] LU(0.01,2)
0% Smoothing of the right side of the dip [M] LU(0.01,2)
A Amplitude of the dip U(0,1)

Table 5. Summary of the hyperparameters priors used for the FULLPOP-4.0 mass model. U (LU) stands for uniform (log-uniform) prior.

Merger rate model

Parameter Description Prior
~ Slope of the power law before the point 2, U(0,12)
K Slope of the power law after the point 2, U(0, 6)
Zp Redshift turning point between the power laws ~ U(0, 4)

Table 6. Summary of the hyperpriors used in the merger rate evolution model. U stands for uniform prior.

Figure 13 shows the reconstructed primary mass spectrum from the spectral analysis using the PLP, MLTP, and FULLPOP-4.0
mass models. As for the dark siren analysis, the MLTP and FULLPOP-4.0 models identify two peaks at 8.9754(8.9797) M, and

26.872:5(26.8711) M, while the PLP model only identifies the latter at 28.6™55(28.675-5) M. For the NS region, the results

are again consistent with the galaxy catalog analysis, supporting the presence of a shallow dip between 2.3f8:§ (2.3Jj8j§)M o and
7.27 1L (72415 M.

Figure 13 presents the reduced corner plot showing the most interesting population and cosmological parameters derived from
the spectral siren analysis with the FULLPOP-4.0 mass model, as in Figure 7. In addition, in Figure 13 we display results obtained
with our two pipelines separately, to show explicitly their consistency. These results are consistent with those obtained from the
dark siren analysis.

Finally, in addition to constraints on the Hubble constant, with the spectral siren approach in principle we are able to infer the
present-day matter density of the Universe, {2, and the dark energy equation-of-state parameter wg. To facilitate comparison
with the results of Section 4.1, the main results of this section keep €2,,, fixed. See Section 4.1 and Figure 10 for a discussion of
the impact of varying 2., and wy.

A summary of the different H values obtained using different data sets and model assumptions can be seen in Table 7.
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Figure 12. Left panel: Hubble constant posteriors with the spectral sirens method assuming different population mass models, namely the
PLP (magenta curve), MLTP (gold curve) and FULLPOP-4.0 (blue curve). The black curve corresponds to the combined posterior between the
FULLPOP-4.0 result and the bright siren posterior measured with GW170817. The pink and green shaded areas identify the 68% CI constraints
on Hj inferred from CMB anisotropies (Ade et al. 2016) and in the local Universe from SHOES (Riess et al. 2022) respectively. Right panel:
reconstructed source-frame primary mass distribution with the spectral siren method assuming the PLP, MLTP, and the FULLPOP-4.0 mass
models (solid curve: median; shaded region: 90% CI).
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Figure 13. Spectral siren reduced corner plot of the Hubble constant and a subset of the FULLPOP-4.0 model mass parameters obtained with
gwcosmo and icarogw. The contours indicate the 68.3% and 90% CR.

E. EVENT LIST

In this Appendix we provide a list of the events used in our analyses with their main properties relevant for our analysis. For the
details on the PE and waveform models used, see Sec. 3.1. For each of the 142 events used in our analyses, Table 8§ reports the
following properties:

* SNR: we give the value of the search pipeline which has reported the lowest FAR.
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ACDM - Spectral sirens

Population model GW sources Hy (Spectral sirens) Hy (Spectral + bright sirens)
[kms™* Mpc™?] [kms™* Mpc™!]
POWER LAW + PEAK 137 (138)  112.7+3L0 (112.77749) 74.813%° (74.87319)
MULTI PEAK 137 (138)  77.17498 (77.1753:%) 74.813%° (74.81319)
FULLPOP-4.0 141 (142) 76.47730 (76.4154°2) 74.675%% (74.67351)
Table 7. Values of the Hubble constant measured using different data sets and analysis methods, adopting a uniform prior Hy €

14(10,200) kms™ Mpc™*. Columns are: population mass model assumed in the analysis (first column), number of GW sources analyzed
(second column), Hy measurement reported as a median with 68.3% (third column) and 90% (fourth column) symmetric CI. The values in
parentheses are those obtained after combining the dark and bright (GW170817) measurements.

* FAR: in units of inverse years, we report the lowest FAR among the pipelines.

o m$e, mget, Dp, and z: detector-frame masses of the primary and secondary components, the luminosity distance to

the source and the corresponding redshift, calculated from the distance samples assuming Planck-15 (Ade et al. 2016)
cosmology. We give the median of the samples and the 90% CI, cutting away 5% of samples at the edges of the posterior
distribution

* Sky localization AQ2: the localization area of the event calculated from the skymap as a fraction of pixels containing the
90% of the probability

* Localization volume AV': localization volume of the event at 90% CI, calculated as the fraction corresponding to the 90%
of the sky area (see above) of the spherical shell, at the 90% CI of the event’s redshift distribution

* Nga1, over(under)-density and incompleteness: the number of galaxies inside the 90% localization volume, the over(under)-
density fraction (see Equation (B19)), and the catalog (K-band of the GLADE+ catalog) incompleteness percentage (see
Equation (B20)).
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Aasi, J., et al. 2015, Class. Quant. Grav., 32, 074001,
doi: 10.1088/0264-9381/32/7/074001
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