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#### Abstract

The ever-increasing number of detections of gravitational waves from compact binaries by the Advanced LIGO and Advanced Virgo detectors allows us to perform ever-more sensitive tests of general relativity (GR) in the dynamical and strong-field regime of gravity. We perform a suite of tests of GR using the compact binary signals observed during the second half of the third observing run of those detectors. We restrict our analysis to the 15 confident signals that have false alarm rates $\leq 10^{-3} \mathrm{yr}^{-1}$. In addition to signals consistent with binary black hole mergers, the new events include GW200115_042309, a signal consistent with a neutron star-black hole merger. We find the residual power, after subtracting the best fit waveform from the data for each event, to be consistent with the detector noise. Additionally, we find all the post-Newtonian deformation coefficients to be consistent with the predictions from GR, with an improvement by a factor of $\sim 2$ in the -1 PN parameter. We also find that the spin-induced quadrupole moments of the binary black hole constituents are consistent with those of Kerr black holes in GR. We find no evidence for dispersion of gravitational waves, non-GR modes of polarization, or post-merger echoes in the events that were analyzed. We update the bound on the mass of the graviton, at $90 \%$ credibility, to $m_{g} \leq 1.27 \times 10^{-23} \mathrm{eV} / c^{2}$. The final mass and final spin as inferred from the pre-merger and post-merger parts of the waveform are consistent with each other. The studies of the properties of the remnant black holes, including deviations of the quasi-normal mode frequencies and damping times, show consistency with the predictions of GR. In addition to considering signals individually, we also combine results from the catalog of gravitational waves signals to calculate more precise population constraints. We find no evidence in support of physics beyond general relativity.


## I. INTRODUCTION

The first three observing runs of Advanced LIGO [1] and Advanced Virgo [2] have led to detections of signals consistent with coming from the three canonical classes of compact binary systems: binary black holes (BBH) [3], binary neutron stars (BNS) [4], and neutron star-black holes (NSBH) [5]. ${ }^{1}$ These observations had, in particular, a profound impact on fundamental physics as they allowed us to probe the properties of gravity in the highly nonlinear and dynamical regime. These detections subjected Einstein's general relativity (GR), which had passed all previous experimental tests to date with flying colors, to scrutiny in an entirely new regime. These new

[^3]gravitational-wave tests [6-11] complement existing laboratory and astrophysical tests of GR [12, 13].

GR has a well posed initial value formulation, making it possible to calculate the two-body evolution. Despite the progress made on the analytical fronts (see for example [14-23]) and numerical fronts (see for example [24-30]), modelling compact binaries in modified gravity theories is still in its infancy. We are thus not yet able to carry out tests of GR that rely on highaccuracy waveforms in alternative theories. Instead, it is possible to devise a strategy based on the currently best-understood theory of gravity (GR) and look for possible departures from its predictions [31, 32]. This approach enables constraints to be placed on potential deviations from GR, although it has been argued that without reference to specific alternatives, it is difficult to assess the ability of these methods to detect GR violations [33].

Given the major advances in the compact binary dynamics modeling using analytical (see for instance [34, 35] for reviews) and numerical relativity techniques within GR, e.g. [36-39], such null tests of $G R$ have been successful so far. However, the null tests are also sensitive to the physics within $G R$ that
is not accounted for in the waveform model that is used (such as eccentricity, presence of exotic compact objects, etc) in addition to beyond-GR physics. For example, some of the tests performed here, which involve the dynamics of the merger remnant, may be interpreted as tests of GR or as a test of the black hole nature of the remnant. However, for uniformity, they will be referred to as tests of GR in this paper. The tests are not completely independent of each other and vary in sensitivity to different types of deviations [40], and by considering them together we obtain the best overview of how well predictions and observations agree.

Theoretically, gravitational waves in a modified theory of gravity may differ from GR broadly in three different ways: generation, propagation, and polarization. Gravitational-wave generation relates the outgoing radiation to the properties of the source, a hard problem even in GR. Propagation of gravitational waves in a modified theory of gravity can differ from that in GR via effects such as dispersion [41], birefringence [42], and amplitude damping [43, 44]. An effective-field theoretic approach to the problem can be found in [45-49]. Tests based on propagation effects target those modified theories which predict generation of gravitational waves to be very close to that of GR, but differ in the way the waves propogate. This can happen in theories like massive graviton theories where the generation effects are suppressed by powers of $r / \lambda_{g} \ll 1$ where $\lambda_{g}$ is the Compton wavelength of the graviton and $r$ the size the binary [50].

A general metric theory of gravity can allow up to six modes of polarization: two tensor, two vector, and two scalar modes [51, 52]. In GR, one only has the two tensor modes referred to as plus and cross. Hence, searching for non-GR modes of polarization is also an effective method to search for violation of GR. Nevertheless, there are alternative theories which predict modified GW generation or propagation but do not predict additional non-GR modes of polarization, e.g. [53, 54]. Hence, confidently detecting signatures of one or more of these three effects would strongly suggest a possible GR violation.

While these theoretical insights get reflected in our analysis strategies while searching for possible departures from GR, the organization of this paper instead classifies the tests of GR as consistency tests and parameterized tests. Consistency tests, as the name indicates, search for possible violations of GR by asking how consistent the observed signal is with that of GR and do not invoke any parametrization of the deviation from GR. Consistency tests may be tests of self-consistency of the signal or overall consistency of the signal with the data. We consider one of each type of test: The inspiral-merger-ringdown (IMR) consistency test checks for consistency between the low- and high-frequency parts of the signal, while the residuals test subtracts the best-fit GR waveform from the data and asks whether there is any statistically significant residual power. Parameterized tests, on the other hand, invoke a specific parametrization that is appropriate for searching for possible deviations from GR in terms of certain physical effects. For example, the parameterized tests of post-Newtonian (PN) coefficients are sensitive to the physical effects that appear at different PN orders. Similarly, by parameterizing the disper-
sion relation, one can look for possible imprints of non-GR propagation effects in the gravitational waveforms. A variant of the null-stream based method allows us to probe non-GR modes of gravitational-wave polarization.

The detected coalescences of massive compact objects may involve not only black holes of classical GR, but also different compact objects described by exotic physics, commonly referred to as exotic compact objects (ECOs). They include objects like firewalls [55], fuzzballs [56], gravastars [57], boson stars [58], AdS black bubbles [59] and dark matter stars [60]. What these objects have in common is the absence of a horizon, causing ingoing gravitational waves (e.g., resulting from merger) to reflect multiple times off effective radial potential barriers, with wave packets leaking out to infinity, potentially, at regular times; these are called echoes [61-63].

We also perform a series of tests that search for possible GR violation or non-Kerr nature of the merger remnant, specifically in the postinspiral part of the waveform. Ringdown tests [64-67] probe the consistency of the post-merger dynamics with the predictions for Kerr black holes in GR, while searches for echoes constrain the presence of repeating ringdown signals [61, 62, 68-71] expected in certain classes of exotic compact objects (ECOs).

Tests of GR performed on the data of the previous observing runs have set increasingly stringent limits [10, 11]. The bounds on the parameterized post-Newtonian deformation coefficients have been used to constrain the parameter space of alternatives to GR [72, 73] relying on several assumptions about the underlying GR violation (critiqued in [40, 74]). The joint detection of gravitational waves and the gamma rays from the binary neutron star merger GW170817 has placed extremely stringent bounds on the speed of gravitational waves [75], which in turn has had a profound impact on constraining certain classes of modified theories from a cosmological standpoint [76-79]. This joint detection also has been used to constrain the number of space-time dimensions [9, 80]. Results on the measurement of the properties of the merger remnant from ringdown, bounds on spin-induced quadrupole moment of compact binary constituents and the outcome of the search for echoes have implications for models of black hole mimickers [81].

This paper analyzes events reported during the second half of the third observing run of LIGO and Virgo (O3b) [82], extending our previous analysis [11] which reported the status of the bounds up to and including the first half of the third observing run (O3a). This paper also provides joint bounds combining the events that occurred during the first three observing runs whenever possible, in addition to deriving limits on possible departures from GR for individual events.

The analysis methods used here are largely similar to those used in our O3a analysis [11], and there are only significant differences for the polarization-based test of GR and the search for post-merger echoes. The polarization test was updated to probe mixed polarization content using a framework based upon the null stream. [83]. The morphology-dependent search for echoes is replaced by a wavelet-based [84] morphologyindependent search [85, 86]. Besides these changes, the waveform models employed in most analyses have been upgraded to more accurate and complete ones, accounting for more physics,

TABLE I. Summary of methods and results. This table summarizes the names of the tests performed, the corresponding sections, the parameters involved in the test, and the improvement with regard to our previous analysis. The analyses performed are: RT = residuals test; IMR = inspiral-merger-ringdown consistency test; PAR = parametrized tests of GW generation; SIM = spin-induced moments; MDR = modified GW dispersion relation; POL = polarization content; $\mathrm{RD}=$ ringdown; $\mathrm{ECH}=$ echoes searches. The last column provides the approximate improvement in the bounds over the previous analyses reported in [11]. This is defined as $X_{\mathrm{GWTC}}$ 2 $/ X_{\mathrm{GWTC}}$, , where $X$ denotes the width of the $90 \%$ credible interval for the parameters for each test, using the combined results on all events considered. For the MDR test, some of the bounds have worsened in comparison to GWTC-2. See the corresponding section for details. Note that the high improvement factor for PSEOB is due to the larger number of events from GWTC-2 analysed here compared to [11].

| Test | Section | Quantity | Parameter | Improvement w.r.t. GWTC-2 |
| :---: | :---: | :---: | :---: | :---: |
| RT | IV A | $p$-value | $p$-value | Not applicable |
| IMR | IV B | Fractional deviation in remnant mass and spin | $\left\{\frac{\Delta M_{\mathrm{f}}}{\bar{M}_{\mathrm{f}}}, \frac{\Delta \chi_{\mathrm{f}}}{\bar{\chi}_{\mathrm{f}}}\right\}$ | $1.1-1.8$ |
| PAR | V A | PN deformation parameter | $\delta \hat{\phi}_{k}$ | $1.2-3.1$ |
| SIM | V B | Deformation in spin-induced multipole parameter | $\delta \kappa_{s}$ | $1.1-1.2$ |
| MDR | VI | Magnitude of dispersion | $\left\|A_{\alpha}\right\|$ | $0.8-2.1$ |
| POL | VII | Bayes Factors between different polarization hypotheses | $\log _{10} \mathcal{B}_{\mathrm{T}}^{\mathrm{X}}$ | New Test |
| RD | VIII A 1 | Fractional deviations in frequency (PYRING) | $\delta \hat{f}_{221}$ | 1.1 |
|  | VIII A 2 | Fractional deviations in frequency and damping time (PSEOB) | $\left\{\delta \hat{\tau}_{22}, \delta \hat{f}_{220}\right\}$ | $1.7-5.5$ |
| ECH | VIII B | Signal-to-noise Bayes Factor | $\log _{10} \mathcal{B}_{\mathrm{S} / \mathrm{N}}$ | New Test |

the details of which are discussed in Sec. III. Table I summarizes the tests that are performed, the quantities that are used for the test, the fractional changes with regard to the previous analyses, and the section where details about each test can be found.

The paper is organized as follows. Section II discusses the data used in this paper while Sec. III describes the method of extracting astrophysical information about events from the data. Section IV discusses two tests of consistency with GR: examining the residuals left in the data after subtracting the best-fit GR waveform (Sec. IV A) and looking at consistency of the inspiral and postinspiral portions of the waveform with GR (Sec. IV B). Section V discusses two tests of gravitational wave generation, the parameterized tests of GR (Sec. V A) and the test for BBH nature using the spin-induced quadrupole moment (Sec.V B). Section VI discusses tests of gravitational wave propagation looking for non-GR dispersion of gravitational waves. Section VII reports results from the searches for non-GR polarization. Section VIII discusses various tests using the merger remnants, specifically two analyses of ringdown (Sec. VIII A) and a search for the signatures of echoes (Sec. VIII B). Section IX discusses the conclusions.

## II. DATA, EVENTS, AND SIGNIFICANCE

The global network of gravitational wave detectors completed their third observing run in March 2020. O3b adds 35 candidate events with probability of being of astrophysical origin better than 0.5 , including the first confident observations of neutron star-black hole systems [5, 82]. The analyses presented here are focused on events from O3b, though the joint bounds that are reported also include events from previous observing runs. Following our O3a analysis [11], we consider only those events with false alarm rates lower than $10^{-3}$ per year that were confidently observed in two or more detectors as
determined by any search pipeline used in the catalog of O3b events [82]. Of the 14 binary black hole mergers and the one neutron star-black hole merger (GW200115_042309) that pass this threshold, nine events are observed with three detectors and six are observed with only two detectors. The median total masses in the detector frame of these analysed events range from ~8-140 $M_{\odot}$.

The LIGO interferometers maintained sensitivities comparable to that in O3a [87], and the Virgo interferometer achieved $\mathrm{a} \sim 20 \%$ improvement during O3b. As with previous results, noise subtraction methods [84, 88-90] were applied to selected events in order to improve parameter estimation. The third gravitational wave transient catalog (GWTC-3) [82] includes details on instrument performance. Three events analysed here were identified in as requiring additional data quality mitigation. One, GW191109_010717 had data quality issues in both LIGO detectors, while the other two (GW200115_042309 and GW200129_065458) were each only affected by noise transients in one interferometer. Details on the noise transient removal techniques can be found in GWTC-3's Table XIV. Appendix A below discusses how these data quality issues can affect analyses in this article.

Table II shows selected source properties of events from the O3b observing run that are included in this paper. Similar tables in O2 [10] and O3a [11] analyses provide selected source properties for the other events included in the analyses presented here. Every test detailed in the following sections has its own sub-selection criteria of events from this table based on the physics it explores; these criteria are detailed in the respective sections for each analysis.

Detection significance is given by four search pipelines, three of which rely on GR-based templates (PyCBC [9193], MBTA [94], and GstLAL [95, 96]) and one that does not (coherent WaveBurst; cWB [97-99]). Details on these pipelines, including the two different PyCBC configurations used, is included in Appendix D of GWTC-3 [82]. While mak-
ing significance determinations using searches based on GR could potentially lead to selection biases disfavoring events that deviate significantly from GR, the use of the minimally modeled search cWB helps alleviate this concern: cWB is sensitive to at least some of the potential chirp-like signals that deviate enough from GR that they would not be detected with high significance by the other three pipelines. However, we are unable to fully exclude the possibility of a hidden population of signals that show significant departures from GR thus evading detection by all of our pipelines. Of the O3b events which satisfy our thresholds, only one (GW200225_060421) was detected with more significance by the cWB pipeline, though the difference in detection significance between the various pipelines for this event is negligible.

## III. PARAMETER INFERENCE

Many of the tests performed here build upon two BBH waveform families. Consistency tests, as well as tests of gravitational-wave generation and propagation are based on precessing phenomenological (Phenom) models. Phenomenological models are currently constructed following the twistingup technique [101-103], where the signal in a co-precessing frame is approximated by an aligned-spin model and is then transformed to the detector's inertial frame by means of frequency (or time) dependent transfer functions. Previous works made use of the frequency-domain РнеломP family, which includes PhenomPv2 and РhenomPv3HM [104], where version numbers distinguish between different PN-based approximations of the precession dynamics, with v2 (v3) adopting a single (double) spin prescription. The suffix "HM" is appended to indicate that the model includes some higherorder multipole moments. We will employ these models only for spin-induced quadrupole moment tests and otherwise upgrade to the most recent frequency-domain PhenomX family [105, 106], which includes IMRPhenomXP and IMRPhenомXPHM [107]. While the precession prescriptions adopted by PhenomPv3HM and IMRPhenomXPHM are similar, the aligned-spin baseline of РнеnomX, including the higher-order multipoles $(2,1),(3,3),(3,2)$ and $(4,4)$, is calibrated to a larger set of numerical simulations with respect to its predecessors.

For parameterized tests of PN theory (Sec. V A), as well as for the ringdown test of Sec. VIII A 2, we also employ the spinning effective one-body family (SEOB) [108-111]. In the EOB framework, the two-body dynamics is mapped onto that of an effective body moving in a deformed black-hole spacetime, the deformation being the symmetric mass ratio. The dynamics and gravitational radiation are obtained solving numerically the Hamilton equations, which are built from the EOB Hamiltonian and radiation-reaction force. The latter combines information from PN theory, gravitational self-force, perturbation theory, and NR simulations [34, 112-115]. In this work, we will employ approximants belonging to the latest generation of SEOB models, SEOBNRv4 [116], specifically the aligned-spin model SEOBNRv4HM [117] and the frequency-domain model SEOBNRv4_ROM, a reduced-order-model version of SEOBNRv4, which allows a significant speed up with respect to the
original time-domain version [116, 118]. On top of the leading $(2,2)$ multipole, the SEOBNRv4HM model also includes the spherical harmonic multipoles $(2,1),(3,3),(4,4),(5,5)$.

For most tests, our choice of waveform model is dictated by the need for computational efficiency. However, for some tests, this is dictated by technical and physical considerations. For instance, we use time-domain waveform models for the ringdown tests, since such tests are most conveniently formulated in the time domain [119-121].

Most template-based tests presented here rely on the assumption that the signal was generated in a quasi-circular BBH coalescence. It has been shown that signatures of eccentricity may lead to biases in the estimated source parameters [122-125]. The issue could especially affect the analysis of short-duration signals such as GW190521, where the complementarity between inspiral and merger-ringdown cannot be efficiently leveraged to break degeneracies in current templates [126-130].

Comprehensive BBH waveform models including precession, higher-order multipole moments and eccentricity are not yet available, and a thorough assessment of the impact of waveform systematics is beyond the scope of this analysis. Work in this direction is crucial, as inaccuracies in waveform templates could lead to detecting false violations of GR [131]. As for higher-order multipole moments, their relative contribution can be estimated by computing their SNR distribution on a reference set of posterior samples [5, 132-134]. Based on the IMRPhenomXPHM parameter estimation runs presented in GWTC-3 [82], we find that the SNR distributions for individual higher-order multipoles is consistent with Gaussian noise for all the events reported in Table II, though the sum of several subdominant harmonics does contribute a non-negligible amount of SNR for GW191109_010717. Therefore, we choose to neglect them in the most computationally expensive tests, restricting their inclusion to the residuals, IMR consistency, and ringdown tests.

Our event list includes the NSBH candidate GW200115_042309. We do not consider matter effects in its analysis and expect them to be negligible: tidal imprints are suppressed by the relatively extreme mass ratio of the system and a higher SNR would be needed for them to be confidently detected [5, 135, 136].

We perform Bayesian parameter estimation using either the python based package bilby [137, 138] or the software library LALInference [139], which belongs to the LIGO Scientific Collaboration Algorithm Library Suite [140]. Runs performed with bilby are automated through the package bilby pipe [138] and rely on static nested sampling [141] as available through the package dynesty [142], while LALInference runs use either nested or Markov-chain Monte Carlo sampling [143]. One of the ringdown tests presented here makes use of pyRing [144], which relies on cpnest [145]. Power spectral densities are generated through the software BAYESWAVE [84, 146] and match those used in GWTC-3 [82], unless otherwise stated.

When combining results obtained from multiple events, we employ two methods. The first method relies on the multiplication of the individual likelihoods corresponding to the

TABLE II. List of O3b events considered in this paper. The first block of columns gives the names of the events and lists the instruments (LIGO Hanford, LIGO Livingston, Virgo) involved in each detection, as well as some relevant properties obtained assuming GR: luminosity distance $D_{\mathrm{L}}$, redshifted total mass $(1+z) M$, redshifted chirp mass $(1+z) \mathcal{M}$, redshifted final mass $(1+z) M_{\mathrm{f}}$, dimensionless final spin $\chi_{\mathrm{f}}=c\left|\vec{S}_{\mathrm{f}}\right| /\left(G M_{\mathrm{f}}^{2}\right)$, and network signal-to-noise ratio SNR. Reported quantities correspond to the median and $90 \%$ symmetric credible intervals, as computed in Table IV in GWTC-3 [82]. The final mass and final spin quantities are inferred from analysis of the entire signal and are for the remnant long after the coalescence and ringdown are complete, as described in [100]. The last block of columns indicates which analyses are performed on a given event according to the selection criteria in Sec. II: RT = residuals test (Sec. IV A); IMR = inspiral-merger-ringdown consistency test (Sec. IV B); PAR = parametrized tests of GW generation (Sec. V A); SIM = spin-induced moments (Sec. V B); MDR = modified GW dispersion relation (Sec. VI); POL = polarization content (Sec. VII); RD = ringdown (Sec. VIII A); ECH = echoes searches (Sec. VIII B).

| Event | Inst. | Properties |  |  |  |  | SNR | Tests performed |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} D_{\mathrm{L}} \\ {[\mathrm{Gpc}]} \end{gathered}$ | $\begin{gathered} (1+z) M \\ {\left[M_{\odot}\right]} \end{gathered}$ | $\begin{gathered} (1+z) \mathcal{M} \\ {\left[M_{\odot}\right]} \end{gathered}$ | $\begin{gathered} (1+z) M_{\mathrm{f}} \\ {\left[M_{\odot}\right]} \end{gathered}$ | $\chi_{\mathrm{f}}$ |  |  |  |  |  |  |  |  | ECH |
| GW191109_010717 | HL | $1.29_{-0.65}^{+1.13}$ | $140_{-17}^{+21}$ | $60.1_{-9.3}^{+9.8}$ | $135_{-15}^{+19}$ | $0.611_{-0.19}^{+0.18}$ | $17.3_{-0.5}^{+0.5}$ | $\checkmark$ | - | - | - | - | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| GW191129_134029 | HL | $0.79{ }_{-0.33}^{+0.26}$ | $20.10_{-0.64}^{+2.94}$ | $8.49_{-0.05}^{+0.06}$ | $19.19_{-0.67}^{+3.07}$ | $0.69{ }_{-0.05}^{+0.03}$ | $13.1{ }_{-0.3}^{+0.2}$ | $\checkmark$ | - | $\checkmark$ | $\checkmark$ | $\checkmark$ | - |  | $\checkmark$ |
| GW191204_171526 | HL | $0.65{ }_{-0.25}^{+0.19}$ | $22.74_{-0.48}^{+1.94}$ | $9.70_{-0.05}^{+0.05}$ | $21.60_{-0.50}^{+2.05}$ | $0.733_{-0.03}^{+0.03}$ | $17.5_{-0.2}^{+0.2}$ | $\checkmark$ | - | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | - | $\checkmark$ |
| GW191215_223052 | HLV | $1.93{ }_{-0.86}^{+0.89}$ | 58.4-3.7 | $24.9_{-1.4}^{+1.5}$ | $55.8{ }_{-3.3}^{+4.8}$ | $0.688_{-0.07}^{+0.07}$ | $11.2_{-0.4}^{+0.3}$ | $\checkmark$ | - | - | - | $\checkmark$ | $\checkmark$ | - | $\checkmark$ |
| GW191216_213338 | HV | $0.34_{-0.13}^{+0.12}$ | $21.17_{-0.66}^{+2.93}$ | $8.944_{-0.05}^{+0.05}$ | $20.18_{-0.70}^{+3.06}$ | $0.70_{-0.04}^{+0.03}$ | $18.6_{-0.2}^{+0.2}$ | $\checkmark$ | - | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | - | $\checkmark$ |
| GW191222_033537 | HL | $3.0{ }_{-1.7}^{+1.7}$ | $119_{-13}^{+16}$ | $51.0_{-6.5}^{+7.2}$ | $114_{-12}^{+14}$ | $0.67{ }_{-0.11}^{+0.08}$ | $12.5{ }_{-0.3}^{+0.2}$ | $\checkmark$ | - | - | - | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| GW200115_042309 | HLV | $0.29_{-0.10}^{+0.15}$ | $7.8{ }_{-1.8}^{+1.9}$ | $2.588_{-0.01}^{+0.01}$ | $7.7{ }_{-1.8}^{+1.9}$ | $0.42_{-0.05}^{+0.09}$ | $11.3_{-0.5}^{+0.3}$ | $\checkmark$ | - | $\checkmark$ | - | - | - | - | $\checkmark$ |
| GW200129_065458 | HLV | $0.90_{-0.38}^{+0.29}$ | $74.6_{-3.8}^{+4.5}$ | $32.1_{-2.6}^{+1.8}$ | $70.9_{-3.4}^{+4.2}$ | $0.733_{-0.05}^{+0.06}$ | $26.8{ }_{-0.2}^{+0.2}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| GW200202_154313 | HLV | $0.41_{-0.16}^{+0.15}$ | $19.01_{-0.34}^{+1.99}$ | $8.15_{-0.05}^{+0.05}$ | $18.12_{-0.35}^{+2.09}$ | $0.69_{-0.04}^{+0.03}$ | $10.8{ }_{-0.4}^{+0.2}$ | $\checkmark$ | - | $\checkmark$ | - | $\checkmark$ | - | - | $\checkmark$ |
| GW200208_130117 | HLV | $2.23_{-0.85}^{+1.00}$ | $91_{-10}^{+11}$ | $38.8{ }_{-4.8}^{+5.2}$ | $87.5_{-9.1}^{+10.3}$ | $0.666_{-0.13}^{+0.09}$ | $10.8{ }_{-0.4}^{+0.3}$ | $\checkmark$ | $\checkmark$ | - | - | $\checkmark$ | $\checkmark$ | - | $\checkmark$ |
| GW200219_094415 | HLV | $3.4_{-1.5}^{+1.7}$ | $103_{-12}^{+14}$ | $43.7_{-6.2}^{+6.3}$ | $98_{-11}^{+13}$ | $0.666_{-0.13}^{+0.10}$ | $10.7_{-0.5}^{+0.3}$ | $\checkmark$ | - | - | - | $\checkmark$ | $\checkmark$ | - | $\checkmark$ |
| GW200224_222234 | HLV | $1.711_{-0.64}^{+0.49}$ | 94.9 ${ }_{-7.2}$ | $40.9_{-3.8}^{+3.5}$ | $90.2_{-6.4}^{+7.5}$ | $0.73{ }_{-0.07}^{+0.07}$ | $20.0_{-0.2}^{+0.2}$ | $\checkmark$ | $\checkmark$ | - | - | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| GW200225_060421 | HL | $1.15{ }_{-0.53}^{+0.51}$ | $41.2_{-4.0}^{+3.0}$ | $17.65_{-1.97}^{+0.98}$ | $39.4{ }_{-3.6}^{+2.9}$ | $0.666_{-0.13}^{+0.07}$ | $12.5_{-0.4}^{+0.3}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | - | $\checkmark$ |
| GW200311_115853 | HLV | $1.17_{-0.40}^{+0.28}$ | $75.9_{-5.7}^{+6.2}$ | $32.7_{-2.8}^{+2.7}$ | $72.4{ }_{-5.1}^{+5.6}$ | $0.69{ }_{-0.08}^{+0.07}$ | $17.8_{-0.2}^{+0.2}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | - | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| GW200316_215756 | HLV | $1.12_{-0.44}^{+0.47}$ | $25.5_{-1.1}^{+8.7}$ | $10.68_{-0.12}^{+0.12}$ | $24.3_{-1.1}^{+9.0}$ | $0.70_{-0.04}^{+0.04}$ | $10.3_{-0.7}^{+0.4}$ | $\checkmark$ | - | $\checkmark$ | $\checkmark$ | - | - | - | $\checkmark$ |

deformation parameters that are inferred from the data. This method assumes that the deformation parameters take the same value across events [147]. This is a restrictive assumption for all the tests we consider except for the modified dispersion test. In order to address this, wherever possible, we combine the information from the tests for different events hierarchically using a model that does not make this restrictive assumption and hence provides bounds which are qualitatively more robust [148].

We quantify the agreement of our results with GR using several statistical indicators. In Section IV B we present GR quantiles $Q_{\mathrm{GR}}^{2 \mathrm{D}}$ for joint distributions, which denote the fraction of the likelihood contained within the isoprobability contour passing through the GR value, with a smaller GR quantile indicating a better agreement with GR. In Sections V A and VI, we report instead quantiles on one-dimensional distributions $Q_{\mathrm{GR}}$. When error bars are reported, they denote $90 \%$ confidence intervals and, likewise, we show $90 \%$ credible regions (intervals) when presenting joint (individual) posterior distributions.

## IV. CONSISTENCY TESTS

## A. Residuals test

Measuring the remnant coherent power in the network data after the subtraction of the best-fit GR template can be used
to quantify consistency of GR waveform model with the data. The random noise in different detectors can be taken to be incoherent. The presence of consistent noise in the network after removing the GW signal from the data indicates an inconsistency between the signal present in the data and the GR template used. The residual analysis is designed to detect such discrepancies of the data with GR [6, 10, 149, 150].

A residual data set is obtained by subtracting the waveform corresponding to maximum likelihood parameters from individual detector data with a window size of one second around the trigger time. The window size of one second is used due to the relatively short length of the signal. Then the residual SNR, or $\mathrm{SNR}_{90}$, is computed as the $90 \%$ credible upper limit on the remnant coherent network SNR in the residual data using the BAYESWAVE pipeline [84, 146, 151]. BAYESWAVE uses a template-independent model to characterize any excess power in the residual compared to the detector noise.

We follow the method used in the previous analyses performed in GWTC-1 [10] and GWTC-2 [11]. However, we use the new phenomenological waveform model PhenomXPHM $[105,106]$ as the GR waveform model. For each gravitational wave event, in addition to calculating SNR $_{90}$, additional BAYESWAVE runs are done on two hundred randomly selected time segments on a time window of 4096 s symmetric around the event time. This allows us to calculate $p$-values of residual SNRs for individual events, which is equal to the probability of obtaining a background value of $\mathrm{SNR}_{90}$ higher than that of
the event. We perform the analysis on all the events listed in Table II.

The results from the residual analysis are summarized in Table III. For each event, we have presented the SNR of the best-fit waveform $\mathrm{SNR}_{\mathrm{GR}}, \mathrm{SNR}_{90}$, fitting factor $\mathrm{FF}_{90}=$ $\mathrm{SNR}_{\mathrm{GR}} /\left(\mathrm{SNR}_{90}^{2}+\mathrm{SNR}_{\mathrm{GR}}^{2}\right)^{1 / 2}$, and $p$-values calculated from the background analysis. To analyze the trends between $\mathrm{SNR}_{90}$ and $\mathrm{SNR}_{\mathrm{GR}}$, in Fig. 1 we present the scatter of $\mathrm{SNR}_{90}$ and $\mathrm{SNR}_{\mathrm{GR}}$. The absence of correlation between $\mathrm{SNR}_{90}$ and $\mathrm{SNR}_{\mathrm{GR}}$ in the figure indicates that data is consistent with GR templates and the values of $\mathrm{SNR}_{90}$ depend purely on the noise levels in the detectors at the detection of individual events. GW191222_033537 shows the highest $p$ value $=1.0$ with $\mathrm{SNR}_{90}=4.87$ and $\mathrm{FF}_{90}=0.93$. Even though, GW200219_094415 has the lowest fitting factor $\mathrm{FF}_{90}=0.74$ with $\mathrm{SNR}_{90}=10.23$, its $p$-value $=0.1$ is slightly above the lowest $p$-value $=0.05$ which corresponds to the event GW200225_060421.

If the left-over coherent network SNR were purely from detector noise, we should expect the $\mathrm{SNR}_{90} p$-values to be uniformly distributed within $[0,1]$. To demonstrate the consistency of the observed $p$-values with the noise (null) hypothesis, in Fig. 2, we present a probability-probability (PP) plot of the $p$-values ${ }^{2}$. To produce the PP plot, we have considered all the events in GWTC-3 that pass the FAR threshold. The measurement of $p$-values is subjected to uncertainty due to the finite size of background runs. If $N$ is the total number of background trials around an event, and if $n$ of them produce $\mathrm{SNR}_{90}$ greater than that of the event, then the likelihood of the estimated $p$-value $\hat{p}=n / N$ is a binomial function,

$$
\begin{equation*}
\mathcal{L}(\hat{p})=\binom{N}{n} p^{n}(1-p)^{N-n} \tag{1}
\end{equation*}
$$

where $p$ is the true $p$-value [11]. Assuming uniform prior, we can obtain posterior distribution of $p$-value as a Beta distribution,

$$
\begin{equation*}
\mathrm{P}(p \mid N, n)=\operatorname{Beta}(n+1, N-n+1) . \tag{2}
\end{equation*}
$$

In Fig. 2, the light-blue band around the PP curve represents the $90 \%$ uncertainty region of the $p$-value posteriors. The diagonal dashed line denotes the prior hypothesis with surrounding light-gray band representing $90 \%$ uncertainty region of the null hypothesis due to the finite number of events [152, 153].

The PP plot is well with in the $90 \%$ credible region of the null hypothesis indicating no significant deviation in the residual data from the expected incoherent noise distribution in the individual instruments.

## B. Inspiral-merger-ringdown consistency test

The IMR consistency test checks the consistency of the mass and spin of the remnant BH inferred from the low- and highfrequency parts of the signal. To achieve this, we divide the

[^4]

FIG. 1. Results of the residuals analysis (Sec. IV A). Scatter plot of the maximum-likelihood template $\left(\mathrm{SNR}_{\mathrm{GR}}\right)$ and the upper limit on the residual network SNR $\left(\mathrm{SNR}_{90}\right)$ for each event. The colorbar denotes the $p$-values of individual events. Solid (empty) circles represent the O3b (pre-O3b) events. The O3b events with highest (lowest) $p$-values are highlighted by green (purple) diamonds.


FIG. 2. Results of the residuals analysis (Sec. IV A). The blue curve shows the fraction of events with $p$-values of the residual SNR less than or equal to the abscissa (PP plot). The light-blue band represents the $90 \%$ credible interval of the observed $p$-values. The diagonal dashed line denotes the null hypothesis with the surrounding lightgrey area denoting the $90 \%$ uncertainty region of the null hypothesis due to the finite number of events.

GW signal into two parts in the frequency domain at the cutoff frequency $f_{\mathrm{c}}^{\text {IMR }}$ which is the dominant mode GW frequency of the innermost stable circular orbit (ISCO) of the remnant Kerr BH [154, 155]. The mass and spin of the remnant BH are estimated by applying NR-calibrated fits [100, 156-159] to the median values of the redshifted component masses, dimensionless spins, and spin angles obtained using the full IMR

TABLE III. Results of the residuals analysis (Sec. IV A). For individual events we list the SNR of the best-fit waveform $\left(\mathrm{SNR}_{\mathrm{GR}}\right), 90 \%$ credible upper limit on the remnant coherent network SNR ( $\mathrm{SNR}_{90}$ ), fitting factor $\mathrm{FF}_{90}$, and $p$-values calculate from the background analysis.

| Events | $\mathrm{SNR}_{\mathrm{GR}}$ | Residual $\mathrm{SNR}_{90}$ | $\mathrm{FF}_{90}$ | $p$-value |
| :--- | :---: | :---: | :---: | :---: |
| GW191109_010717 | 17.99 | 7.05 | 0.93 | 0.55 |
| GW191129_134029 | 14.10 | 6.35 | 0.91 | 0.60 |
| GW191204_171526 | 17.31 | 6.53 | 0.94 | 0.63 |
| GW191215_223052 | 12.39 | 6.01 | 0.90 | 0.91 |
| GW191216_213338 | 19.06 | 5.56 | 0.96 | 0.92 |
| GW191222_033537 | 12.11 | 4.87 | 0.93 | 1.00 |
| GW200115_042309 | 12.06 | 8.65 | 0.82 | 0.16 |
| GW200129_065458 | 26.79 | 9.67 | 0.94 | 0.25 |
| GW200202_154313 | 12.08 | 7.49 | 0.85 | 0.35 |
| GW200208_130117 | 11.35 | 6.26 | 0.88 | 0.97 |
| GW200219_094415 | 10.72 | 10.23 | 0.74 | 0.10 |
| GW200224_222234 | 19.63 | 7.89 | 0.93 | 0.52 |
| GW200225_060421 | 14.15 | 8.25 | 0.86 | 0.05 |
| GW200311_115853 | 16.99 | 7.11 | 0.92 | 0.93 |
| GW200316_215756 | 11.63 | 7.17 | 0.85 | 0.51 |

signal and the waveform model IMRPнеnomXPHM. The lowand high-frequency regimes roughly correspond to the inspiral and postinspiral, respectively, of the dominant mode of the waveform. To make sure that the two regimes of the signal have enough information, we calculate the SNR of the inspiral and the postinspiral parts of the waveform for each event using their maximum a posteriori parameter values obtained from the full IMR signal.

We analyze only those signals which have SNRs greater than 6 in both the inspiral and the postinspiral parts. This constraint was also used in previous studies [10, 11]. We also impose an extra mass constraint $(1+z) M<100 M_{\odot}$ as in our previous analysis of GWTC-2 events [11] to ensure enough inspiral signal for heavier BBHs. The SNRs for the inspiral and the postinspiral regimes of the events analyzed are given in Table IV.

We independently estimate the posterior distributions of the mass $M_{\mathrm{f}}$ and the dimensionless spin $\chi_{\mathrm{f}}$ of the remnant BH from both the inspiral and the postinspiral parts of the signal. To constrain possible deviations from GR, two fractional deviation parameters $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}$ and $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$ are defined, where

$$
\begin{equation*}
\frac{\Delta M_{\mathrm{f}}}{\bar{M}_{\mathrm{f}}}=2 \frac{M_{\mathrm{f}}^{\text {insp }}-M_{\mathrm{f}}^{\text {postinsp }}}{M_{\mathrm{f}}^{\text {insp }}+M_{\mathrm{f}}^{\text {postinsp }}}, \quad \frac{\Delta \chi_{\mathrm{f}}}{\bar{\chi}_{\mathrm{f}}}=2 \frac{\chi_{\mathrm{f}}^{\text {insp }}-\chi_{\mathrm{f}}^{\text {postinsp }}}{\chi_{\mathrm{f}}^{\text {insp }}+\chi_{\mathrm{f}}^{\text {postinsp }}}, \tag{3}
\end{equation*}
$$

and $\bar{M}_{\mathrm{f}}$ and $\bar{\chi}_{\mathrm{f}}$ denote the mean values of final mass and final spin obtained from analyzing the inspiral and postinspiral parts of the signal, respectively. Here the superscripts denote the inspiral (insp) and the postinspiral (postinsp) portions of the signal. The 2 D posterior distribution of these fractional deviation parameters should peak around $(0,0)$ when the test is applied to a signal from a quasi-circular BBH coalescence in GR, given that we use a waveform model for such signals to analyze the data.


FIG. 3. Combined results of the IMR consistency test for BBH events which satisfy the selection criteria (see Table IV and Appendix B). The combined bounds are obtained assuming the same deviation for all events. The main panel shows the $90 \%$ credible regions of the 2 D posteriors on $\left(\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}, \Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}\right)$ assuming a uniform prior, with $(0,0)$ being the expected value for GR. The side panels show the marginalized posterior on $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}$ and $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$. The gray distributions correspond to posteriors obtained by combining individual results. The other colored traces correspond to the O3b events given in Table IV where the color encodes the median redshifted total mass.

TABLE IV. Results from the IMR consistency test (Sec. IV B). $f_{\mathrm{c}}^{\mathrm{IMR}}$ denotes the cutoff frequency between the inspiral and postinspiral regimes; $\rho_{\mathrm{IMR}}, \rho_{\text {insp }}$, and $\rho_{\text {postinsp }}$ are the SNR in the full signal, the inspiral part, and the postinspiral part respectively; and the GR quantile $Q_{\mathrm{GR}}^{2 \mathrm{D}}$ denotes the fraction of the reweighted posterior enclosed by the isoprobability contour that passes through the GR value, with smaller values indicating better consistency with GR. The results are given only for O3b events which satisfy the selection criteria. See Appendix B for the updated results on GWTC-2 events.

| Event | $f_{\mathrm{c}}^{\mathrm{IMR}}[\mathrm{Hz}]$ | $\rho_{\text {IMR }}$ | $\rho_{\text {insp }}$ | $\rho_{\text {postinsp }}$ | $Q_{\text {GR }}^{2 \mathrm{D}}[\%]$ |
| :--- | :---: | ---: | ---: | ---: | ---: |
| GW200129_065458 | 136 | 25.7 | 20.1 | 16.0 | 1.5 |
| GW200208_130117 | 98 | 9.9 | 7.2 | 6.8 | 10.5 |
| GW200224_222234 | 107 | 19.4 | 14.3 | 13.1 | 20.7 |
| GW200225_060421 | 213 | 12.9 | 11.1 | 6.6 | 1.3 |
| GW200311_115853 | 122 | 17.5 | 13.5 | 11.0 | 15.2 |

The parameter estimation runs employed the IMRPhenomXPHM waveform with uniform priors on the redshifted component masses and spins. These priors translate into nontrivial priors on $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}$ and $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$. Thus, as in the previous analysis [11], we reweight the posteriors to obtain uniform priors on the deviation parameters. We provide our results in


FIG. 4. Distributions on the remnant mass (blue) and spin (red) fractional deviation parameters obtained by hierarchically combining the GWTC-3 events (solid trace). For comparison, we also show the results obtained using GWTC-2 (dot dashed traces) and GWTC-1 (dashed) events. The vertical dashed line shows the GR prediction. Triangles mark the GWTC-3 medians, and vertical bars the symmetric $90 \%$-credible intervals.


FIG. 5. Posteriors on the hyperparameters $\mu$ and $\sigma$ of $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$ distribution. The GWTC-2 and GWTC-3 posteriors on $\sigma$ show a marked deviation from zero primarily due to GW190814 posterior on $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$ peaking away from zero. The black trace shows the posteriors for GWTC-3 events excluding GW190814. See Appendix B for more information about these deviations. The corresponding hyperparameters of the $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}$ distribution do not show any such deviation.

Fig. 3, where we show the $90 \%$ credible regions of the twodimensional posteriors on the fractional deviation parameters for the O3b events which satisfy our selection criteria.

The reweighted posteriors on the fractional deviation parameters $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}$ and $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$ of individual events are interpolated on a grid with bounds $[-2,2]$ for both the parameters, and the interpolated posteriors are then multiplied to obtain the combined posteriors. Here we assume the same deviation for all events to obtain the combined results. As shown in gray in Fig. 3, the combined posteriors on the fractional deviation
parameters of GWTC-3 events are consistent with the GR prediction with $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}=-0.02_{-0.06}^{+0.07}$ and $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}=-0.06_{-0.07}^{+0.10}$. The two-dimensional GR quantile values $Q_{\mathrm{GR}}^{2 \mathrm{D}}$ for the events are given in Table IV. $Q_{\mathrm{GR}}^{2 \mathrm{D}}$ is defined as the fraction of the posterior enclosed by the isoprobabilty contour that passes through $(0,0)$, the GR value. Smaller values indicate better consistency with GR. The GR quantile of the combined distribution is $79.6 \%$ which is similar to the value obtained for GWTC-2 (78.7\%). Among the O3b events, GW200225_060421 has the lowest $Q_{\mathrm{GR}}^{2 \mathrm{D}}$ value of $1.3 \%$ and GW200224_222234 has the highest value of $20.7 \%$.

We can also combine the results hierarchically, as discussed in Sec. III B of our previous analysis [11]. Fig. 4 presents the results where the fractional mass (blue) and spin (red) deviation parameters for events from multiple observing runs are plotted with $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}=0.03_{-0.13}^{+0.14}$ and $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}=-0.05_{-0.38}^{+0.37}$, which are consistent with the expected values in GR. Treating $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}$ and $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$ independently, we find that the Gaussian model parameters are constrained to $(\mu, \sigma)=\left(0.04_{-0.07}^{+0.08}, 0.05_{-0.04}^{+0.10}\right)$ and $\left(-0.04_{-0.12}^{+0.12}, 0.19_{-0.13}^{+0.17}\right)$ for $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}$ and $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$ respectively, with $90 \%$ credibility. These bounds are not significantly different from the ones reported in GWTC-2 [11], except for that of $\sigma$ for $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$. It peaks significantly away from zero as shown in Fig. 5 due to GW190814 whose updated posteriors (see Appendix B for more details related to the updated GWTC-2 results) show marked deviation from GR. We also show the posteriors excluding GW190814 which peak at $\sigma=0$.

## V. TESTS OF GRAVITATIONAL WAVE GENERATION

## A. Generic modifications

Deviations from GR, such as additional fields or highercurvature corrections, may alter the binary's binding energy and angular momentum, and its energy and angular momentum flux $[15,16,19,20,22,23,160-162]$. This in turn would result in modifications to the binary motion and, hence, to the GW signal emitted by the system. A practical approach to quantifying such effects entails introducing a finite number of parameters that encapsulate possible deviations of a waveform from its GR prediction. We will focus here on parametrizations of the frequency-domain GW phase evolution since observations are in general most sensitive to it (as opposed to changes in the amplitude).

Small modifications to the GW phase could accumulate for events with many detectable GW cycles and thus parametrized tests initially focussed on the inspiral part of the waveform, whose duration in the detector band grows for low mass binaries. The inspiral can be treated perturbatively within the post-Newtonian framework [34, 163-173], which expands observables in powers of $v / c$, with each $O\left([v / c]^{2 n}\right)$ being referred to as of $n \mathrm{PN}$ order. With the intrinsic parameters of the binary given, the coefficients at different orders of $v / c$ in the PN series are uniquely determined, and so is the perturbative expansion of the early-inspiral phasing within GR. Treating such PN coefficients as measurable parameters of the waveform is
therefore a sensible consistency test of GR [174-181]. While these parameterized waveforms could capture a wide variety of beyond-GR effects, the abrupt onset of waveform modifications, possible when nonperturbative phenomena such as dynamical scalarization are at play, may not be fully captured by them [182, 183]. However, in the spirit of null tests, these differences may still appear as apparent violations of GR.

This approach can be applied by directly modifying coefficients in a specific waveform model that encodes PN information [32] or by adding corrections that correspond to deformations of a given inspiral PN coefficient at low frequencies and tapering the corrections to zero at a specific cutoff frequency [9, 184]. Corrections are applied in both cases at the level of the aligned-spin phasing; however, the first method can be leveraged to perform parametrized tests with precessing phenomenological templates, as these automatically inherit non-GR corrections introduced in the aligned-spin phase by virtue of the twisting-up construction [10, 11].

Here we present results obtained with the second method, which we apply to the frequency domain model SEOBNRv4_ROM [116, 118], a reduced-order model of the timedomain aligned-spin approximant SEOBNRv4. We do not include results obtained with the first method, for which an upgrade to the precessing IMRPhenomXP model is under development. Due to time constraints, these results will be presented elsewhere. Past analyses [10, 11] showed good consistency between the two approaches, despite the differences in the waveform models being used and the physics content included. Dedicated studies would be needed to thoroughly assess the effect of waveform systematics on parametrized tests across parameter space and quantify the effects of specific approximations, such as the omission of precession and higher-order multipole moments.

Fractional deviations are applied to the full phase as corrections scaling with $f^{(-5+n) / 3}$ at each $n / 2$-th PN order. Following previous works [10, 11], we reweight the posteriors to reparametrize the results as fractional deviations applied to the nonspinning terms of a 3.5PN TaylorF2 phase [185], which is obtained by applying the stationary phase approximation [186] to time-domain post-Newtonian waveforms:

$$
\begin{align*}
\varphi_{\mathrm{PN}}(f)= & 2 \pi f t_{\mathrm{c}}-\varphi_{\mathrm{c}}-\frac{\pi}{4} \\
& +\frac{3}{128 \eta}(\pi \tilde{f})^{-5 / 3} \sum_{i=0}^{7}\left[\varphi_{i}+\varphi_{i l} \log (\pi \tilde{f})\right](\pi \tilde{f})^{i / 3} . \tag{4}
\end{align*}
$$

Here, $\tilde{f}=G M(1+z) f / c^{3}$, with $M(1+z)$ being the redshifted total mass of the binary, $\varphi_{c}, t_{c}$ are the coalescence phase and time, and $\eta$ the symmetric mass ratio. This parametrization has the advantage of avoiding potentially singular behavior of the deviation coefficients, which might occur as a result of cancellations between the nonspinning and spin-dependent phasing coefficients.

Phasing corrections to the inspiral phase are tapered off at the same cutoff frequency used in previous analyses, i.e., $f_{\mathrm{c}}^{\text {PAR }}=0.35 f_{\text {peak }}^{22}$, where $f_{\text {peak }}^{22}$ is the GW frequency of the ( 2,2 )-mode at the peak of the amplitude as defined in the model SEOBNRv4 [184].

TABLE V. Parametrized test event selection for all binaries meeting the FAR $<10^{-3} \mathrm{yr}^{-1}$ threshold. Here $f_{\mathrm{c}}^{\mathrm{PAR}}$ denotes the cutoff frequency at which non-GR corrections to the inspiral phase are tapered away (see main text for details); $\rho_{\text {IMR }}$ and $\rho_{\text {insp }}$ are the optimal SNRs computed on the full signal or on the region $f \leq f_{\mathrm{c}}^{\mathrm{PAR}}$ respectively. The last column denotes if the event is included in parametrized tests on the PN deviation coefficients.

| Event | $f_{\mathrm{c}}^{\text {PAR }}[\mathrm{Hz}]$ | $\rho_{\text {IMR }}$ | $\rho_{\text {insp }}$ | Insp |
| :--- | :---: | :---: | ---: | ---: |
| GW191109_010717 | 27 | 20.2 | 0.8 | - |
| GW191129_134029 | 174 | 14.1 | 12.8 | $\checkmark$ |
| GW191204_171526 | 183 | 18.0 | 16.3 | $\checkmark$ |
| GW191215_223052 | 68 | 10.6 | 5.5 | - |
| GW191216_213338 | 151 | 17.9 | 15.6 | $\checkmark$ |
| GW191222_033537 | 35 | 13.1 | 3.1 | - |
| GW200115_042309 | 364 | 12.3 | 12.2 | $\checkmark$ |
| GW200129_065458 | 57 | 25.7 | 10.4 | $\checkmark$ |
| GW200202_154313 | 216 | 11.1 | 10.5 | $\checkmark$ |
| GW200208_130117 | 42 | 9.9 | 3.0 | - |
| GW200219_094415 | 39 | 11.2 | 2.8 | - |
| GW200224_222234 | 42 | 19.4 | 4.7 | - |
| GW200225_060421 | 91 | 12.9 | 6.8 | $\checkmark$ |
| GW200311_115853 | 54 | 17.5 | 6.5 | $\checkmark$ |
| GW200316_215756 | 153 | 11.5 | 10.7 | $\checkmark$ |

We introduce the following parametric deviations to GW inspiral phasing:

$$
\begin{equation*}
\left\{\delta \hat{\varphi}_{-2}, \delta \hat{\varphi}_{0}, \delta \hat{\varphi}_{1}, \delta \hat{\varphi}_{2}, \delta \hat{\varphi}_{3}, \delta \hat{\varphi}_{4}, \delta \hat{\varphi}_{5 l}, \delta \hat{\varphi}_{6}, \delta \hat{\varphi}_{6 l}, \delta \hat{\varphi}_{7}\right\} \tag{5}
\end{equation*}
$$

where each $\delta \hat{\varphi}_{i}$ represents the fractional deviation from the GR PN coefficient at the $i / 2$-th PN order, following the parametrization adopted in previous analyses [7, 9, 10, 187, 188]. The subscript $l$ is used to denote coefficients of logarithmic-in- $f$ terms. We do not present bounds for the 2.5 PN non-logarithmic term, as this is degenerate with the coalescence phase, as can be seen from Eq. (4). As predicted in GR, the coefficients corresponding to -1 PN and 0.5 PN are identically zero, so we parametrize $\delta \hat{\varphi}_{-2}$ and $\delta \hat{\varphi}_{1}$ as absolute deviations, with a prefactor equal to the 0 PN coefficient $(3 / 128 \eta)$; all other coefficients represent fractional deviations from the GR value.

As detailed in Sec. I, we consider all binaries that meet the significance threshold of FAR $<10^{-3} \mathrm{yr}^{-1}$ and impose the additional requirement that $\mathrm{SNR} \geq 6$ in the inspiral regime, as defined with respect to $f_{\mathrm{c}}^{\mathrm{PAR}}$. Eligible events are summarized in Table V. The parametrization presented above recovers GR in the limit $\delta \hat{\varphi}_{i} \rightarrow 0$, thus consistency with GR can be claimed if 0 is included within a given confidence interval and, in what follows, we will report $90 \%$ credible intervals for the posteriors of $\delta \hat{\varphi}_{i}$. We adopt uniform priors on $\delta \hat{\varphi}_{i}$ that are symmetric about zero and compute their posterior distributions using LALInference.

As in previous analyses, we only allow the coefficients $\delta \hat{\varphi}_{i}$ to vary one at a time. It has been shown that this procedure is effective at picking up the deviations from GR that modify more than one PN coefficient [189-191]. Allowing multiple deviations in the same template is bound to produce less informative posteriors, due to correlations among different parameters and
also with GR coefficients. Such correlations can be effectively reduced with alternative choices of the deformation parameters, which can be guided by a principal component analysis [192, 193], thus increasing the effectiveness of multiparameter tests. It was also shown that synergies between third-generation detectors and space-based interferometry might dramatically improve the precision of multiparameter tests [74].

In Fig. 6, we present the $90 \%$ upper bounds on the deviation coefficients obtained from the combined distribution of events from GWTC-3, under the assumption that deviations take the same value for all the events. While the combined bounds are fully consistent with GR, we do note that for a number of events $\delta \hat{\varphi}_{i}=0$ falls outside the $90 \%$ credible interval of the deviation coefficients distributions. We find that the addition of an extra degree of freedom can enhance the weight of secondary modes observed in GR parameter estimation runs, as can be seen for GW191216_213338 and GW200316_215756, where a secondary mode in mass ratio present in the GR parameter estimation runs dominates the results when inspiral deviation parameters are included. This is partly due to the singular behavior of the parametrization employed here, and indeed the application of reweighting alleviates the problem. Still, the presence of a secondary mode remains and so do the broad posteriors for the deviation coefficients. Appendix A contains a more extended discussion on the impact of noise properties and waveform systematics on our bounds.

We find that there is no uniform improvement over the GWTC-2 results [11] across all deviation coefficients. This is consistent with the modest improvement factor due to the increased number of events, which can be estimated to be $\sim 1.2$. We find that this factor is comparable to fluctuations in the final bounds determined by individual events. The most striking difference with respect to the GWTC-2 analysis is the new constraint obtained for $\delta \hat{\varphi}_{-2}$, for which we obtain an upper bound $\left|\delta \hat{\varphi}_{-2}\right| \leq 7.3 \times 10^{-4}$ at the $90 \%$ credible level. This result improves upon the GWTC-2 bound by a factor $\sim 2$. The improvement is driven by the inclusion of GW200115_042309, due to its long duration. The presence of a non-zero - 1PN term can be associated to the emission of dipolar radiation, which is forbidden in GR but can be excited in alternative theories of gravity and is related to energy and momentum being transferred from the binary to additional fields. This result is less stringent than the one obtained with combined measurements of binary pulsars [195] or with the observation of GW170817 [9]. As can be seen in Fig. 6, a single observation of a low-mass binary, such as GW170817, allows to place tighter constraints than the ones obtained here for some of the lowest PN orders, due to the large number of observable inspiral cycles.

We also computed hierarchically combined posteriors for all the deviation coefficients introduced above, where we allow the deviation coefficients to take independent values for each event. These are shown in Fig. 7, plotted against the combined posteriors employed to obtain the upper bounds of Fig. 6. All results are consistent with the GR prediction with at least $90 \%$ credibility. In Fig. 8, we show the joint distribution of the mean $\mu$ and standard deviation $\sigma$ of the population-marginalized posterior for the deviation coefficients of Eq. (5). All distributions are consistent with the GR prediction for which $\mu=\sigma=0$,
with deviations occurring at -1 PN being the most tightly constrained.

In Table VI, we report the medians, $90 \%$ credible intervals, and GR quantiles $Q_{\mathrm{GR}}=P\left(\delta \hat{\varphi}_{i}<0\right)$ for both the hierarchical and the joint-likelihood approaches. Values of $Q_{\mathrm{GR}}$ significantly different from $50 \%$ indicate that the null hypothesis falls in the tails of the combined distribution. In the hierarchical analysis the most constrained parameter is $\delta \hat{\varphi}_{-2}=-0.05_{-125}^{+0.99} \times 10^{-3}$ at the $90 \%$ credible level, while deviations in the 3.5 PN order coefficient are the least constrained, with $\delta \hat{\varphi}_{7}=0.14_{-1.16}^{+1.05}$. For the majority of the PN coefficients, the hierarchical analysis of GWTC-3 data obtains tighter constraints than the ones obtained with GWTC-2 events [11].

Results for the shifts to inspiral phase can also be mapped onto constraints on specific theories [184], in particular via the parametrized post-Einstein (ppE) framework [72, 178]. For instance, bounds on the coupling constant of Einstein-dilaton-Gauss-Bonnet and dynamical Chern-Simons gravity were obtained using GWTC-2 events [73, 196, 197]. However, the upper bounds reported here depend on the parametrization being used and on specific details of the analysis, such as the frequency at which non-GR corrections are being tapered off [184]. The priors we impose on the deviation coefficients are not designed to suit any specific theory and, depending on the theory that is being considered, different sampling parameters and prior bounds might be preferable to the ones adopted here. Furthermore, in alternative theories of gravity multiple inspiral coefficients will be subject to deviations from GR; our bounds refer to single-coefficient deviations, that might capture at once deviations at several PN orders, so the mapping would be ambiguous. Likewise, one would also need a robust estimate of the error caused by neglecting currently unknown higher-order PN corrections and deviations in the merger-ringdown phase, which will also differ from the GR one [198, 199]. Finally, it is not clear whether some of these theories, such as Lovelock, Chern-Simons or Horndeski gravity, of which Einstein-dilaton-Gauss-Bonnet gravity is a special case, would admit at all a well-posed initial value problem in their most general form [200], although well-posed formulations are possible in the weak-coupling limit [201-203].

## B. Spin-induced quadrupole moment

Spinning objects have quadrupole and higher contributions to the multipole decomposition of their gravitational field due to their rotational deformations. Following the no-hair conjecture, the spin-induced multipole moments take unique values for black holes given their mass and spin [204-206]. Gravitational waveforms describing spinning compact binary systems encode information about these spin-induced multipole moment effects. The leading order term can be schematically represented as,

$$
\begin{equation*}
Q=-\kappa \chi^{2} m^{3} \tag{6}
\end{equation*}
$$

Here $Q$ is the quadrupole moment scalar and is the leading order term in the gravitational wave phase at 2 PN order. $m$ and $\chi$ are the mass and the dimensionless spin of the compact object.


FIG. 6. $90 \%$ upper bounds on the magnitude of the parametrized test coefficients discussed in Sec. V A. Bounds marked by red diamonds were obtained with a pipeline based on the model SEOBNRv4_ROM, combining all eligible GWTC-3 events, under the assumption that deviations take the same value for all the events. Filled (unfilled) gray triangles mark analogous results obtained with GWTC-2 data [11] using SEOBNRv4_ROM (IMRPhenomPv2). We also show upper bounds obtained through the observation of the binary neutron star signal GW170817, using the NRTidal extensions of the two aforementioned models [194] as filled (unfilled) blue circles. Horizontal stripes indicate constraints obtained with individual events, with cold (warm) colors representing low (high) total mass events. The left and right panel show constraints on PN deformation coefficients, from - 1PN to 3.5PN order. The best improvement with respect to the GWTC-2 bounds is achieved for the -1PN term, thanks ot the inclusion of the NSBH candidate GW200115_042309.


FIG. 7. Combined GWTC-3 results for the parametrized deviation coefficients of Sec. V A. Filled distributions represent the results obtained hierarchically combining all events. This method allows the deviation coefficients to assume different values for different events. Unfilled black curves represent the distributions obtained in Fig. 6, by assuming the same value of the deviation parameters across all events. Horizontal ticks and dashed white lines mark the $90 \%$ credible intervals and median values obtained with the hierarchical analysis.

Along with this leading-order effect, we have included higherorder PN terms that appear through the inspiral phase [168, 207] of gravitational waveform.

While Kerr BHs have $\kappa=1$ [204-206], compact stars have a value of $\kappa$ that differs from the BH value, determined by the star's mass and internal composition. Numerical simulations of spinning neutron stars show that the value of $\kappa$ can vary between $\sim 2$ and $\sim 14$ for these systems [208-210]. Moreover, for currently available models of spinning boson stars, $\kappa$ can have values $\sim 10-150$ [211-214]. More exotic stars like gravastars can even take negative values for $\kappa$ [215]. Hence, an independent measurement of $\kappa$ from gravitational-wave observations
can be used to distinguish black holes from other exotic objects [216-219]. However, to fully understand the nature of compact objects, one may also include effects such as the tidal deformations that arise due to the external gravitational field [220-223] and tidal heating [224-229] along with the spininduced deformations, an extensive study of these effects is not in the scope of this paper.

For a spinning compact binary system, the coefficients $\kappa_{i}$, $i=1,2$ represent the primary and secondary components' spin-induced quadrupole moment parameters. The correlation of $\kappa_{i}$ with the masses and spin parameters of the binary are evident from Eq. (6), which makes the simultaneous estima-

| $\varphi_{i}$ | General |  |  |  | Restricted |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mu$ | $\sigma$ | $\delta \hat{\varphi}_{i}$ | $Q_{\text {GR }}$ | $\delta \hat{\varphi}_{i}$ | $Q_{\text {GR }}$ |
| $\varphi_{-2}^{[\times 200]}$ | $-0.02_{-0.13}^{+0.11}$ | < 0.29 | $-0.01_{-0.25}^{+0.20}$ | 53\% | $0.02_{-0.08}^{+0.08}$ | 39\% |
| $\varphi_{0}$ | $0.03_{-0.03}^{+0.03}$ | < 0.08 | $0.03_{-0.05}^{+0.07}$ | $21 \%$ | $0.03_{-0.02}^{+0.03}$ | 6\% |
| $\varphi_{1}$ | $0.077_{-0.08}^{+0.09}$ | < 0.23 | $0.08_{-0.16}^{+0.19}$ | $24 \%$ | $0.077_{-0.07}^{+0.07}$ | 10\% |
| $\varphi_{2}$ | $0.05_{-0.05}^{+0.05}$ | < 0.12 | $0.05_{-0.09}^{+0.09}$ | 20\% | $0.04{ }_{-0.04}^{+0.05}$ | 7\% |
| $\varphi_{3}$ | $-0.03_{-0.03}^{+0.03}$ | < 0.08 | $-0.03_{-0.06}^{+0.06}$ | $77 \%$ | $-0.03_{-0.02}^{+0.02}$ | 90\% |
| $\varphi_{4}$ | $0.26_{-0.23}^{+0.26}$ | < 0.62 | $0.26_{-0.44}^{+0.47}$ | 19\% | $0.26_{-0.24}^{+0.21}$ | 8\% |
| $\varphi_{5 l}$ | $-0.07_{-0.11}^{+0.11}$ | < 0.30 | $-0.07_{-0.23}^{+0.23}$ | 69\% | $-0.11_{-0.09}^{+0.12}$ | 89\% |
| $\varphi_{6}$ | $0.17_{-0.23}^{+0.21}$ | < 0.59 | $0.16_{-0.49}^{+0.44}$ | $31 \%$ | $0.20_{-0.24}^{+0.18}$ | 14\% |
| $\varphi_{6 l}$ | $-0.61{ }_{-0.69}^{+0.68}$ | < 1.20 | $-0.61_{-1.02}^{+1.05}$ | 79\% | $-0.89_{-0.78}^{+0.81}$ | 91\% |
| $\varphi_{7}$ | $0.10_{-0.53}^{+0.49}$ | < 1.33 | $0.14_{-1.16}^{+1.05}$ | 42\% | $0.35_{-0.60}^{+0.48}$ | 22\% |

TABLE VI. Results from parametrized tests of GW generation (Sec. V A). Combined constraints on the deviation parameters $\delta \hat{\varphi}_{i}$ from the full set of GWTC-3 data using the the SEOBNRv4_ROM waveform model. General (restricted) constraints are obtained under the assumption that deviation coefficients can (cannot) vary across the observed events. $Q_{\mathrm{GR}}$ indicates the quantile corresponding to the GR value for the distributions plotted in Fig. 6. For general constraints, we also provide the mean $\mu$ and standard deviation $\sigma$ of the inferred hyperdistribution. For $\delta \hat{\varphi}_{i}$ and $\mu$, we report the median as well as the $90 \%$-credible intervals, while for $\sigma$ we only present upper bounds. For the restricted method, the null hypothesis can occasionally fall in the tail of the distribution, while the hierarchical analysis places it in the bulk of the inferred distribution.


FIG. 8. Joint distribution for the hyperparameters $\mu$ and $\sigma$ of the GR deviation coefficients for the parametrized tests on generic GW modifications of Sec. V A. Contours mark $90 \%$ credible regions and they all include $\mu=\sigma=0$, which corresponds to the GR prediction. These results were obtained with a pipeline based on SEOBNRv4_ROM. The $\phi_{-2}$-contour has been rescaled by a factor of 200 to improve visibility, as deviations for this term are the most tightly constrained. Warm (cold) colors refer to deviations occurring at higher (lower) PN orders.
tion of $\kappa_{1}$ and $\kappa_{2}$ hard. The higher-order terms present at the 3PN order help break this degeneracy, but are not enough to give reasonable constraints with our current detector sensitivities. However, a combination of these parameters can be measured [11, 216, 230, 231]. For this reason, we introduce the symmetric and anti-symmetric combinations of $\kappa_{i}$,

$$
\begin{equation*}
\kappa_{s}=\left(\kappa_{1}+\kappa_{2}\right) / 2 \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
\kappa_{a}=\left(\kappa_{1}-\kappa_{2}\right) / 2 . \tag{8}
\end{equation*}
$$

For binary black holes, $\kappa_{s}=1$ and $\kappa_{a}=0$. We measure the parameterised deviations $\kappa_{s}=1+\delta \kappa_{s}$ assuming $\kappa_{a}=0$. This assumption restricts our study to binaries consisting of compact stars with identical spin-induced deformations. If the data supports $\kappa_{1} \neq \kappa_{2}$, expect a significant offset away from zero in $\delta \kappa_{s}$ measurements. Further studies are required for such situations.

The method employed here is the same as in previous analysis [11]. We perform a Bayesian analysis with LALInference using a nested sampling algorithm to estimate the posteriors on $\delta \kappa_{s}$. The parametrized deviations $\delta \kappa_{s}$ are introduced in the inspiral phase of the IMRPhenomPv2 waveform model.

We analyse the events listed in Table II passing the selection criterion. Along with the FAR $<10^{-3} \mathrm{yr}^{-1}$ criteria, we consider two additional conditions for selecting the events for this test. First, we select inspiral-dominated events having an inspiral network $\operatorname{SNR} \geq 6$. Since the test relies on at least one of the binary's components having nonzero spin, we also drop events whose effective inspiral spin parameter measurements include zero at the $68 \%$ credible level. Given the component masses $m_{i}$ and the dimensionless spins $\chi_{i}=\overrightarrow{S_{i}} \cdot \hat{L} / m_{i}^{2}$ pointing parallel to the orbital angular angular momentum axis, the effective inspiral spin parameter $\chi_{\text {eff }}$ is defined as, $\chi_{\text {eff }}=\left(m_{1} \chi_{1}+m_{2} \chi_{2}\right) /\left(m_{1}+m_{2}\right)$ [232]. To compute the combined bounds we include events reported in [11] satisfying both the above selection criteria. This gives us a total of 13 events considering the entire GWTC-3.

In Fig. 9, the posterior distributions on $\delta \kappa_{s}$ for the events listed in Table II are derived assuming a uniform prior on $\delta \kappa_{s}$ ranging between $[-500,500]$. Individual events constrain positive values of $\delta \kappa_{s}$ more strongly than negative ones. This is primarily because of how these parameters are correlated with


FIG. 9. The posterior probability distribution on the spin-induced quadrupole moment parameter, $\delta \kappa_{s}$ from the events listed in the SIM column of Table II, passing the selection criteria described in Section V B. The black dashed vertical line indicates the BBH value ( $\delta \kappa_{s}=0$ ). The colored vertical lines show the $90 \%$ symmetric bounds on $\delta \kappa_{s}$ calculated from the individual events assuming a uniform prior ranging between $[-500,500]$ on $\delta \kappa_{s}$.


FIG. 10. Joint posterior probability distribution on the spin-induced quadrupole moment parameter $\delta \kappa_{s}$ from the GWTC-3 events. Bounds obtained by multiplying the likelihoods (restricted) and by hierarchically combining events (generic) are shown. The analysis is performed assuming uniform prior ranging between $[-500,500]$ on $\delta \kappa_{s}$.
the effective inpsiral spin parameter of the binary system [231]. As most of the events we observe have small but positive $\chi_{\text {eff }}$, the combined posterior and the $90 \%$ bounds are expected to show this feature.

We also consider a case where the analysis is restricted to only positive $\delta \kappa_{s}$ as is well motivated in the case of neutron stars [208, 209, 218] and boson stars [211], in this case the event provides the tightest upper limits is GW191216_213338, with $90 \%$ credible bounds of $\delta \kappa_{s}<10.65$.

We show the combined posterior distribution on $\delta \kappa_{s}$ from all the GW events passing the selection criteria in Fig. 10. The red curve draws the posterior distribution obtained by multiplying the likelihoods of each individual signal. In contrast, the population-marginalized posterior from the hierarchical analysis is shown in the blue curve. Dotted lines show the $90 \%$ symmetric credible intervals, and a dashed line marks the BBH value ( $\delta \kappa_{s}=0$ ). We estimate the combined symmetric $90 \%$ bound on $\delta \kappa_{s}$ considering GWTC-3 events to be $\delta \kappa_{s}=-16.0_{-16.7}^{+13.6}$ and, conditional on positive values,
$\delta \kappa_{s}<6.66$ from the joint likelihood analysis. With $90 \%$ credibility, we find $\delta \kappa_{s}=-26.3_{-52.9}^{+45.8}$ from the hierarchical analysis. The generic population results constrain $\delta \kappa_{s}<51.85$ when we restrict to positive prior region. Also, we find the hyperparameters to be consistent with the Kerr BBH hypothesis with $90 \%$ credible bounds with $\mu=-26.8_{-34.1}^{+26.3}$ and $\sigma<41.8$. Compared to the previous bounds reported in [11], $\mu=-24.6_{-35.3}^{+30.7}$ and $\sigma<52.7$, the $\sigma$ estimate improves, meaning tighter constraints on $\delta \kappa_{s}$, while the peak of the distribution is shifted more towards the negative prior region. The shift in the peak or $\mu$ omits the BBH value with the $90 \%$ credibility and can be associated to the poor $\delta \kappa_{s}$ constraints on the negative side of the prior region from the individual events, emerging from waveform degeneracies at $\delta \kappa_{s}<0$ with a certain region of the spin parameter space. A future study employing waveform models including higher harmonics may help break those degeneracies and hence to improve our overall parameter estimation [231, 233]. Moreover, a more generic approach has been recently proposed [233] that uses a hierarchical mixturelikelihood formalism to estimate the fraction of events in the population that deviated from BBH nature. With the increased number of detections in the future, it would be more natural to employ generic approaches that considers the population to be comprised of BBH and non-BBH subpopulations.

The combined $\log$ Bayes factor of $\log _{10} \mathcal{B}_{\delta K_{s} \neq 0}^{\text {Kerr }}=0.9$ is obtained supporting the BBH hypothesis over the hypothesis of all events being non-BBH. This changes to log Bayes factor of $\log _{10} \mathcal{B}_{\delta K_{s}>0}^{\text {Kerr }}=2.2$ if we only allow $\delta \kappa_{s} \geq 0$. The findings here are all consistent with the results reported in GWTC-2 [11] although the combined constraints are not directly compatible due to the different selection of events.

## VI. TESTS OF GRAVITATIONAL WAVE PROPAGATION

GR predicts that GWs propagate nondispersively and hence they are described by the dispersion relation $E^{2}=p^{2} c^{2}$, where $E$ and $p$ are the energy and momentum of the wave. Detection of dispersion of GWs can be seen as a signature of modifications to GR. For example, some of the Lorentz violating theories of gravity predict a modified dispersion relation [45, 234237]. We use a parameterized model [41, 50] for dispersion of GWs that helps search for the presence of dispersion using the data without referring to the details of the modified theory.

Our parameterized dispersion relation reads [41]

$$
\begin{equation*}
E^{2}=p^{2} c^{2}+A_{\alpha} p^{\alpha} c^{\alpha} \tag{9}
\end{equation*}
$$

where $A_{\alpha}$ and $\alpha$ are two phenomenological parameters characterizing dispersion. The modified dispersion relation causes frequency modes of GWs to propagate at different speeds, changing the overall phase morphology of the GW that are observed with respect to the GR predictions. This can be incorporated in the waveform as frequency-dependent corrections to its phase evolution [10, 41]. Here we assume that the waveform obtained in the local wave zone [238] of the system is consistent with GR [10].

For different choices of $\alpha$, the modified dispersion leads to a deviation in the GR phasing formula. For example, $\alpha=0$
with $A_{\alpha}>0$ corresponds to the dispersion effect of a massive graviton with mass $m_{g} c^{2}=\sqrt{A_{0}}$ [50]. We choose to test the dispersion relation for a set of eight discrete values of $\alpha$ between 0 and 4 with a step of 0.5 excluding $\alpha=2$. When $\alpha=2$, the speeds of all the frequency components are modified in the same way; therefore, the GW signal remains unchanged from the GR prediction except for an overall change in the time of arrival of the signal.

Our method is identical to the previous analyses performed in GWTC-1 and GWTC-2 [10, 11], except for the use of a more up-to-date IMRPhenomXP [106] waveform model as opposed to the PhenomPv2 [239] waveform employed in GWTC-1 and GWTC-2 [10, 11]. We perform parameter estimation using the nested sampling algorithm [141] as implemented in the LALInference package [139] and obtain bounds on the phenomenological parameters $A_{\alpha}$ for each event. As in the case of preceding analyses, we perform the sampling for $A_{\alpha}<0$ and $A_{\alpha}>0$ separately $[10,11]$, and then combine the posterior to produce the joint $A_{\alpha}$ posterior. We choose uniform priors for the phenomenological parameters $A_{\alpha}$. However, while computing the bound on the graviton mass $m_{g}$, which is derived from $A_{0}$, we re-weight the posteriors such that the prior on $m_{g}$ is uniform.

Propagation effects are independent of the source properties. Therefore we can combine the results from individual events to compute overall constraints over the phenomenological dispersion parameters. We obtain the combined posterior distributions of $A_{\alpha}$ by multiplying the likelihoods from individual events and weighting the product with the prior.

We perform the analysis on the 12 BBH candidate events in the catalog that are listed in Table II. Though we analyzed GW191109_010717, the posteriors obtained were too wide to be informative, and following the study regarding this event reported in Appendix A, which finds that nonstationarities in the detector noise could dominate over the signal, we exclude this event from further analysis. Analysis of another BBH event, GW200316_215756 has sampling issues and is thus excluded from the analysis. Further, we do not include NSBH event GW200115_042309 in this analysis due to the computational constraints. Nonetheless, this is among the closest events in the catalog and would have a negligible impact on the joint bounds.

Fig. 11 shows the violin plots of joint posteriors on the phenomenological parameters $A_{\alpha}$ for various values of $\alpha$, which are obtained by combining posteriors from analysis of individual events. The red violin plots represent the posteriors obtained from all 43 selected events ( 31 events from pre-O3b and 12 O3b events). For some of the $\alpha$ values, the posteriors show biases with respect to the previous results [11] due to the inclusion of O3b events. We have identified the events GW200219_094415 and GW200225_060421 as having the strongest impact in biasing the combined posterior. These are the events with the lowest residual SNR p-values among all the O3b events (see Table III). GW200225_060421 shows $p$-value of 0.05 with fitting factor $\mathrm{FF}_{90}=0.86$ and GW200219_094415 has $p$-value $=0.1$ with $\mathrm{FF}_{90}=0.74$. These events require detailed analysis to understand the reasons for the observed deviations, which we


FIG. 11. Results for the modified dispersion analysis (Sec. VI). The red violin plots show the combined posteriors of the parameter $A_{\alpha}$ calculated from the GWTC- 3 events with the error bars denoting the $90 \%$ credible intervals. For comparison, we also present the combined posteriors after excluding the events GW200219_094415 and GW200225_060421 using blue violin plots. The gray plots in the background are the combined posteriors corresponding to GWTC2 [11].
leave for follow-up work. For comparison, in Fig. 11, we also plot the combined posteriors from all the events excluding GW200219_094415 and GW200225_060421 (blue violin plots). These are consistent with the GWTC-2 [11] results (gray plots in the background) and show an average improvement of 1.3 over the previous results, which is in agreement with the Gaussian expectation for improvement from 41 events compared to 31 of GWTC-2 [11].

In Fig. 12, we present the scatter plot of $90 \%$ credible upper bounds on $\left|A_{\alpha}\right|$, for $A_{\alpha}>0$ and $A_{\alpha}<0$ separately. In the figure, red-filled diamond markers represent the GWTC-3 bounds. We also show the bounds from the analysis excluding the events GW200219_094415 and GW200225_060421 in the blue diamond markers. For quantitative comparison, we list $\left|A_{\alpha}\right|$ bounds, including bounds on the graviton mass $m_{g}$, in Table VII. To demonstrate the level of bias in the posteriors with respect to the GR hypothesis, we included the GR quantiles $Q_{\mathrm{GR}}=P\left(A_{\alpha}<0\right)$ in Table VII.

The updated $90 \%$ credible bound on the graviton mass obtained by combining posteriors of 43 GWTC-3 events is $m_{g} \leq 1.27 \times 10^{-23} \mathrm{eV} / c^{2}$, which is 2.5 times better than the Solar System bound of $3.16 \times 10^{-23} \mathrm{eV} / c^{2}$ [240]. Compared to the previous GWTC-2 bound $1.76 \times 10^{-23} \mathrm{eV} / c^{2}$ [11], the improvement is a factor of 1.4.

## VII. POLARIZATIONS

Measuring the polarization content of GWs is a way of constraining possible deviations from GR, as the theory allows only two of the six polarization states predicted by generic metric theories of gravity [51, 52]. Assuming $M$ generic polarization modes, the frequency-domain strain data $\widetilde{\boldsymbol{d}}(f)$ measured by a network of $D$ detectors can be written as the combination

TABLE VII. Results for the modified dispersion analysis (Sec. VI). The table shows $90 \%$-credible upper bounds on the graviton mass $m_{g}$ and the absolute value of the dimensionless phenomenological parameter $\bar{A}_{\alpha}=A_{\alpha} / \mathrm{eV}^{2-\alpha} . Q_{\mathrm{GR}}=P\left(A_{\alpha}<0\right)$ denotes the quantiles corresponding to GR hypothesis. The < and $>$ labels denote the bounds on $\left|\bar{A}_{\alpha}\right|$ for $A_{\alpha}>0$ and $A_{\alpha}<0$ respectively. We also included bounds computed from GWTC-2 [10, 11] for comparison.

|  | $\begin{gathered} m_{g} \\ {\left[10^{-23}\right.} \\ \left.\mathrm{eV} / c^{2}\right] \end{gathered}$ | $\left\|\bar{A}_{0}\right\|$ |  | $\left\|\bar{A}_{0.5}\right\|$ |  | $\left\|\bar{A}_{1}\right\|$ |  | $\left\|\bar{A}_{1.5}\right\|$ |  | $\left\|\bar{A}_{2.5}\right\|$ |  | $\left\|\bar{A}_{3}\right\|$ |  | $\left\|\bar{A}_{3.5}\right\|$ |  | $\left\|\bar{A}_{4}\right\|$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\underset{\left[100^{-45}\right]}{>}$ | $\underset{[\%]}{Q_{\mathrm{GR}}}$ | $\underset{\left[10^{-38}\right]}{<}$ | $\begin{aligned} & Q_{\mathrm{GR}} \\ & {[\%]} \end{aligned}$ | $\underset{\left[10^{-32}\right]}{>}$ | $\underset{[\%]}{Q_{\mathrm{GR}}}$ | $\underset{\left[10^{-26}\right]}{>}$ | $\begin{aligned} & Q_{\mathrm{GR}} \\ & {[\%]} \\ & \hline \end{aligned}$ |  | $\underset{[\%]}{Q_{\mathrm{GR}}}$ | $\begin{gathered} <> \\ {\left[10^{-8}\right]} \\ > \end{gathered}$ | $\begin{aligned} & Q_{\mathrm{GR}} \\ & {[\%]} \end{aligned}$ | $\begin{gathered} <-> \\ {\left[10^{-2}\right]} \end{gathered}$ | $\begin{aligned} & Q_{\mathrm{GR}} \\ & {[\%]} \end{aligned}$ | $\underset{\left[10^{4}\right]}{>}$ | $\underset{[\%]}{Q_{\mathrm{GR}}}$ |
| GWTC-2 | 1.76 | 1.751 .37 | 66 | 0.460 .28 | 66 | 1.000 .52 | 79 | 3.351 .47 | 83 | 1.742 .43 | 31 | 1.082 .17 | 17 | 0.761 .57 | 12 | 0.640 .88 | 25 |
| GWTC-3 | 1.27 | 1.880 .89 | 86 | 0.510 .19 | 91 | 1.160 .32 | 96 | 3.690 .93 | 98 | 1.162 .95 | 13 | 0.662 .33 | 2 | 0.451 .16 | 7 | 0.300 .74 | 15 |



FIG. 12. Results for the modified dispersion analysis (Sec. VI). The scatter plot of $90 \%$ credible upper bounds on the modulus of deviation parameters $A_{\alpha}$. The one-sided bounds are computed for positive and negative values of the parameters separately. Filled (open) diamond markers represent the GWTC-3 bounds including (excluding) the events GW200219_094415 and GW200225_060421. The gray markers in the background denoted the numbers obtained from the previous analysis [11].
of a signal $\tilde{\boldsymbol{s}}(f)$ and noise $\tilde{\boldsymbol{n}}(f)$, or alternatively, as

$$
\begin{equation*}
\tilde{d}(f)=\boldsymbol{F} \tilde{h}(f)+\tilde{\boldsymbol{n}}(f) \tag{10}
\end{equation*}
$$

where $\tilde{\boldsymbol{s}}(f)=\boldsymbol{F} \tilde{\boldsymbol{h}}(f), \boldsymbol{F} \in \mathbb{R}^{D \times M}$ are the beam pattern functions of the detectors and $\tilde{\boldsymbol{h}}(f) \in \mathbb{C}^{M}$ are the signal's polarization modes. We could interpret the gravitational-wave signal as a geometric projection on the subspace spanned by the basis vectors of $\boldsymbol{F}$. By projecting the data on the subspace orthogonal to these vectors, one can then construct null streams, i.e., linear combinations of the data containing no information on the signal [241, 242]. Given $D$ detectors, it is possible to construct at most $D-M$ null streams. The projection operation can be formalized through the introduction of a null operator $\boldsymbol{P}$ [243]

$$
\begin{equation*}
\boldsymbol{P}=\boldsymbol{I}-\boldsymbol{F}\left(\boldsymbol{F}^{\dagger} \boldsymbol{F}\right)^{-1} \boldsymbol{F}^{\dagger}, \tag{11}
\end{equation*}
$$

where $\boldsymbol{I}$ is the identity matrix and $\dagger$ denotes conjugate transpose. The quantities $\boldsymbol{F}$ depend on the sky location of the signal, as well on the polarization angle and event time and, by construction, $\boldsymbol{P} \tilde{s}(f)=\mathbf{0}$.

At least $M+1$ detectors are needed to apply the null stream method in the most generic case, although for specific sky
locations less detectors will suffice to test certain polarization hypotheses [244, 245]. The beam pattern functions of the breathing and longitudinal scalar modes are not linearly independent, and thus the maximum number of independent polarization modes is five [246, 247]. Consequently, past analyses [7, 9, 11, 248] tested only pure polarization hypotheses, as these are fully characterized by two polarisation modes at most, and in this case it is possible to construct a null stream with the strain measured by three detectors.

In this work, we use a method that allows tests of mixed polarization states with 2 and 3 detectors [249]. This enables all our events to be used to compute combined Bayes factors, while the previous analysis [11] was restricted to 3-detector events. The method builds upon an effective antenna pattern function $\overline{\boldsymbol{F}} \in \mathbb{C}^{D \times L}$ that is constructed from a subset of $L<M$ polarization modes. For each hypothesis to be tested, the relevant polarization state is projected into the chosen basis: thus, one orthogonalizes the data with respect to a smaller subspace spanned by the basis modes, rather than the assumed polarization modes. Each polarization mode $\tilde{h}_{m}$ can be rewritten as a linear combination of the basis modes, plus an additional orthogonal component

$$
\begin{equation*}
\tilde{h}_{m}(f)=\sum_{k=1}^{L} C_{m}^{\|} \tilde{h}_{\|, k}(f)+C_{m}^{\perp} \tilde{म}_{\perp}(f), \tag{12}
\end{equation*}
$$

with $C_{m}^{\|}, C_{m}^{\perp} \in \mathbb{C}$. We perform the null projection with respect to the subspace spanned by the component of the beam pattern vectors parallel to the basis mode(s). Therefore, the method is sensitive to any component of a given polarization hypothesis that is parallel to the chosen basis modes(s). The subspace removed by the null projection does not need to coincide with the polarization subspace of the hypothesis being tested.

We will conduct analyses employing either one $(L=1)$ or two ( $L=2$ ) basis modes. The $L=2$ parameterization allows more freedom in the choice of the basis modes, but at the cost of a weaker distinguishability between different polarization hypotheses. The subspaces spanned by the beam pattern function vectors for different hypotheses, in fact, will generally have a larger overlap in the $L=2$ than in $L=1$ case. The polarization content is constrained to be a linear combination of the basis modes and, therefore, the $L=1$ analysis is expected to produce more stringent results, due to the strongest constraints imposed on the signal. On the other hand, the $L=2$ analysis will be able to capture orthogonal components missed by the $L=1$ analysis.

Right ascension, declination and polarization angle are free
parameters shared by both analyses. Additionally, we marginalize over the relative amplitude and phase with respect to the basis mode(s). While this implies the $L=2$ analysis has more degrees of freedom than the $L=1$ one, the polarization content of GR can be represented by both methods. In fact, in the quadrupolar approximation, $h_{+}$and $h_{\times}$only differ in terms of a relative amplitude and phase, which are marginalized over in the computation of the evidence, and therefore only one basis mode is sufficient to capture both.

In the $L=2$ analysis, we choose one tensorial mode and one non-tensorial mode as the basis, to better capture possible extra degrees of freedom predicted by alternative theories of gravity. All events are analyzed with both models, to check consistency between the two formulations. The nature of null projection prohibits the comparison of model evidences with different number of basis modes [249]; therefore, we conduct the analyses with one and two basis modes independently.

We reanalyze here all of the events from the first three observing runs with a FAR below our $10^{-3} \mathrm{yr}^{-1}$ threshold. The pipeline employed here has been optimized to analyze the polarization content based on excess power in the data. Some events from the third observing run, namely GW190425_081805, GW190720_000836, GW190828_065509, GW191129_134029, GW200115_042309, GW200202_154313, and GW200316_215756, do not have a strong enough timefrequency track for the pipeline to capture them and we exclude them from our analysis.

We test whether the data support a number of non-GR polarization hypotheses, which we denote by T (tensorial), V (vector) and S (scalar) or combinations of these terms. In the $L=1$ case, we choose the tensorial plus mode $h_{+}$as the basis for all hypotheses involving tensor modes, the vector mode $x$ as the basis for the pure vector and vector-scalar hypotheses, and the scalar breathing mode as a basis for the scalar hypothesis. In the $L=2$ analyses, following the notation introduced above, we project mixed polarizations of the type $\mathrm{T} \xi$ on a basis including $h_{+}$and the relevant non-tensorial $\xi$ mode, VS polarizations on a vector-scalar basis and TVS polarizations on the $h_{+}$and scalar-breathing mode. The basis modes chosen for each polarization hypothesis and the corresponding free parameters are summarized in Table VIII.

We present combined $\log _{10}$ Bayes factors assuming the events are independent from each other. Table IX shows the combined $\log _{10}$ Bayes factors of the 2-detector and 3-detector events for the $L=1$ analysis, with the last row showing the combined $\log _{10}$ Bayes factor for all eligible GWTC-3 events. The pure-scalar, pure-vector and vector-scalar hypotheses are significantly disfavored, while any mixed hypothesis involving tensor modes (i.e., tensor-scalar, tensor-vector, and tensor-vector-scalar) cannot be ruled out conclusively.

Table X shows the combined $\log _{10}$ Bayes factors of the 3detector events for the $L=2$ analysis. There are no available data for O 1 , due to the fact that only two interferometers were operational at the time (LIGO Hanford and LIGO Livingston). In this case, the last row shows the combined $\log _{10}$ Bayes factor for O 2 and O 3 events. Mixed hypotheses in this case are more strongly disfavored than the pure vector hypothesis (the pure
scalar hypothesis cannot be tested here, due to the fact that the longitudinal and breathing modes for interferometers are not linearly independent). This is particularly evident for the TVS hypothesis, which has the largest number of free parameters. All mixed hypotheses will be penalized by a higher Occam factor, due to the increased prior volume in the Bayesian evidence integral, as each mode is characterized by a relative amplitude and phase with respect to the basis modes. The number of free parameters necessary to represent each hypothesis, depending on the number of basis modes employed, is reported in the last column of Table VIII.

If the polarization content of the signals is purely tensorial, mixed-mode hypotheses including a tensorial component will be also able to represent the data, as the signal space of the pure tensorial hypothesis is a subspace of that of the mixedmode hypotheses including a tensorial component. In this case, we expect to see a larger penalization of mixed hypotheses in the $L=2$ analysis, as the same polarization hypothesis will correspond to a larger parameter space than in the $L=1$ analysis, as can be seen from Table VIII. This expectation is confirmed when comparing the results reported in Tables IX and X . On the other hand, if we consider the vector-scalar hypothesis, the additional parameters in the $L=2$ analysis will help to fit the tensorial component of the data: this explains why we see a less negative $\log _{10}$ Bayes factor in the $L=2$ analysis than in the $L=1$ one for this hypothesis. A similar argument applies to the purely scalar and vectorial hypotheses.

These results support the conclusion that the population of events observed is consistent with the pure tensorial hypothesis, as predicted by GR, in line with the conclusion of past analyses of GWTC-1 and GWTC-2 data [10, 11].

## VIII. REMNANT PROPERTIES

## A. Ringdown

The highly distorted BH remnant formed from the merger emits gravitational radiation which is referred to as ringdown. The late-ringdown waveform can be expressed as a superposition of quasi-normal modes (QNM) with a complex frequency [250, 251]. The real part of the complex frequency is the oscillation frequency and the imaginary part is the inverse damping time of the mode. According to GR, for astrophysical BHs , the frequency and damping times are completely determined by the mass and spin of the remnant BH [204206, 252]. In fact, at the current sensitivity, electric-like BH charges have been shown to not leave a detectable imprint on ringdown measurements [253]. The relationship between frequency and remnant parameters, detection of multi-mode ringdown signals offers a unique test of the BH nature of the merger remnant $[64,254]$ and could be used to distinguish among different classes of ECOs [13].

The study of the QNM spectrum, and the post-merger waveform in general, contains a wealth of information about the remnant BH . The spectrum of radiation emitted during the ringdown is usually expressed in terms of spheroidal harmonic basis functions with spin-weight -2 denoted by ${ }_{-2} S_{\ell m n}$. The in-

TABLE VIII. The table summarizes the choices of basis used in the polarization test. $+, \times, b, l, x$, and $y$ represent the plus mode, cross mode, scalar breathing mode, scalar longitudinal mode, vector x mode, and vector y mode respectively. The first column shows the polarization hypothesis being tested, the third column reports the number of basis modes, and the last column reports the number of free parameters that are marginalized over in the computation of the evidence.

| Hypothesis | Description | \# of basis modes | Mode(s) | Basis modes(s) | Free parameters |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{H}_{\mathrm{T}, 1}$ | Pure tensorial | 1 | ,$+ x$ | + | 5 |
| $\mathcal{H}_{\mathrm{V}, 1}$ | Pure vectorial | 1 | $x, y$ | $x$ | 5 |
| $\mathcal{H}_{\mathrm{S}, 1}$ | Pure scalar | 1 | $b$ | $b$ | 2 |
| $\mathcal{H}_{\mathrm{TS}, 1}$ | Tensor-scalar | 1 | $+, \times, b, l$ | + | 9 |
| $\mathcal{H}_{\mathrm{TV}, 1}$ | Tensor-vector | 1 | $+, \times, x, y$ | + | 9 |
| $\mathcal{H}_{\mathrm{VS}, 1}$ | Vector-scalar | 1 | $x, y, b, l$ | $x$ | 9 |
| $\mathcal{H}_{\mathrm{TvS}, 1}$ | Tensor-vector-scalar | 1 | $+, \times, b, l, x, y$ | + | 13 |
| $\mathcal{H}_{\mathrm{T}, 2}$ | Pure tensorial | 2 | ,$+ x$ | ,$+ \times$ | 2 |
| $\mathcal{H}_{\mathrm{V}, 2}$ | Pure vectorial | 2 | $x, y$ | $x, y$ | 2 |
| $\mathcal{H}_{\mathrm{TS}, 2}$ | Tensor-scalar | 2 | $+, x, b, l$ | ,$+ b$ | 11 |
| $\mathcal{H}_{\mathrm{TV}, 2}$ | Tensor-vector | 2 | $+, \times, x, y$ | ,$+ x$ | 11 |
| $\mathcal{H}_{\mathrm{VS}, 2}$ | Vector-scalar | 2 | $x, y, b, l$ | $x, b$ | 11 |
| $\mathcal{H}_{\mathrm{TVS}, 2}$ | Tensor-vector-scalar | 2 | $+, \times, b, l, x, y$ | ,$+ b$ | 19 |

TABLE IX. Combined $\log _{10}$ Bayes factors $\mathcal{B}$ for various polarization hypotheses against the tensor hypothesis, using both 2-detector and 3-detector events. Polarization states have been projected onto one basis-mode as detailed in Sec. VII. Positive (negative) values indicate that the hypothesis indicated in the superscript is favored (disfavored) with respect to the tensorial hypothesis. Error bars refer to $90 \%$ credible intervals.

| Events | $\log _{10} \mathcal{B}_{\mathrm{T}}^{\mathrm{S}}$ | $\log _{10} \mathcal{B}_{\mathrm{T}}^{\mathrm{V}}$ | $\log _{10} \mathcal{B}_{\mathrm{T}}^{\mathrm{TS}}$ | $\log _{10} \mathcal{B}_{\mathrm{T}}^{\mathrm{TV}}$ | $\log _{10} \mathcal{B}_{\mathrm{T}}^{\mathrm{VS}}$ | $\log _{10} \mathcal{B}_{\mathrm{T}}^{\mathrm{TVS}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| O1 | $-0.04 \pm 0.07$ | $0.09 \pm 0.07$ | $0.04 \pm 0.07$ | $0.09 \pm 0.07$ | $0.09 \pm 0.07$ | $0.07 \pm 0.07$ |
| O2 | $-0.42 \pm 0.12$ | $0.04 \pm 0.12$ | $0.08 \pm 0.12$ | $0.22 \pm 0.12$ | $0.09 \pm 0.12$ | $0.35 \pm 0.12$ |
| O3a | $-1.85 \pm 0.21$ | $-1.04 \pm 0.20$ | $0.25 \pm 0.20$ | $0.07 \pm 0.20$ | $-1.05 \pm 0.20$ | $-0.18 \pm 0.20$ |
| O3b | $-1.93 \pm 0.17$ | $-0.79 \pm 0.17$ | $-0.17 \pm 0.17$ | $-0.07 \pm 0.17$ | $-0.86 \pm 0.17$ | $-0.32 \pm 0.17$ |
| Combined | $-4.24 \pm 0.30$ | $-1.70 \pm 0.30$ | $0.20 \pm 0.30$ | $0.31 \pm 0.30$ | $-1.73 \pm 0.30$ | $-0.08 \pm 0.30$ |

TABLE X. Combined $\log _{10}$ Bayes factor $\mathcal{B}$ for various polarization hypotheses against the tensor hypothesis, for 3-detector events. Polarization states been projected onto two basis-modes as explained in Sec. VII. Positive (negative) values indicate that the hypothesis indicated in the superscript is favored (disfavored) with respect to the tensorial hypothesis. Error bars refer to $90 \%$ credible intervals.

| Events | $\log _{10} \mathcal{B}_{\mathrm{T}}^{\mathrm{V}}$ | $\log _{10} \mathcal{B}_{\mathrm{T}}^{\mathrm{TS}}$ | $\log _{10} \mathcal{B}_{\mathrm{T}}^{\mathrm{TV}}$ | $\log _{10} \mathcal{B}_{\mathrm{T}}^{\mathrm{VS}}$ | $\log _{10} \mathcal{B}_{\mathrm{T}}^{\mathrm{TVS}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| O1 | - | - | - | - | - |
| O2 | $0.05 \pm 0.03$ | $0.01 \pm 0.03$ | $-0.02 \pm 0.03$ | $0.06 \pm 0.03$ | $0.01 \pm 0.03$ |
| O3a | $-0.37 \pm 0.12$ | $-0.77 \pm 0.12$ | $-0.72 \pm 0.12$ | $-0.73 \pm 0.12$ | $-0.91 \pm 0.12$ |
| O3b | $-0.09 \pm 0.10$ | $-0.22 \pm 0.10$ | $-0.35 \pm 0.10$ | $-0.38 \pm 0.10$ | $-0.38 \pm 0.10$ |

Combined $-0.41 \pm 0.16-0.98 \pm 0.16-1.09 \pm 0.16-1.05 \pm 0.16-1.29 \pm 0.16$
dices $(\ell, m)$ represent the angular decomposition of the modes, whereas the index $n$ denotes various tones of the spectrum start-
ing with $n=0$. A schematic decomposition of the post-merger signal reads [11],

$$
\begin{equation*}
h_{+}(t)-i h_{\times}(t)=\sum_{\ell=2}^{+\infty} \sum_{m=-\ell}^{\ell} \sum_{n=0}^{+\infty} \mathcal{A}_{\ell m n} \exp \left[-\frac{t-t_{0}}{(1+z) \tau_{\ell m n}}\right] \exp \left[-\frac{2 \pi i f_{\ell m n}\left(t-t_{0}\right)}{1+z}\right]-2 S_{\ell m n}\left(\theta, \phi, \chi_{\mathrm{f}}\right), \tag{13}
\end{equation*}
$$

where $\mathcal{A}_{\text {lmn }}$ denotes the amplitude of the mode, $t_{0}$ is the start time of the ringdown model, and $z$ is the redshift of the source. The frequency and the damping time of a mode characterized by the three indices are denoted by $\tau_{\ell m n}$ and $f_{\ell m n}$, respectively, while $\chi_{\mathrm{f}}$ is the final spin. The polar and azimuthal angles $(\theta, \phi)$,
measured relative to the final spin axis, describe the direction to the observer. These coordinates assume the spin of the black hole to be along the $\theta=0$ direction. The contribution of counter-rotating perturbations is ignored, since it's expected to be negligible in the post-merger regime of the signals under
consideration. We approximate the spheroidal harmonics with spherical harmonics, leading to a feature, called mode-mixing of QNMs [112, 255, 256], which mixes modes that have the same $m$ index but different $\ell$ indices. Mode mixing, especially of $\ell=|m|=2$ mode, is expected to be negligible for the modes that we consider here [119].

We present two analyses of ringdown: the time-domain ringdown analysis pyRing [257, 258], based on damped sinusoids, and the parametrized ringdown analysis PSEOB , based on the SEOBNRv4HM waveform model [121].

## 1. The pyRing analysis

pyRing employs a time-domain approach. The three types of templates used in the analysis are $\operatorname{Kerr}_{220}, \operatorname{Kerr}_{221}$, and $\operatorname{Kerr}_{\mathrm{HM}}$ $\operatorname{Kerr}_{220}$ has only the fundamental modes, i.e., $(\ell,|m|, n)=$ $(2,2,0)$, Kerr $_{221}$ has the fundamental modes and its first overtones (both $\pm m$, with the same damping time and frequencies of opposite sign). Instead, Kerr $_{\mathrm{HM}}$ includes the fundamental mode and higher moments (HMs) with $m=\ell$ and $m=\ell-1$ modes with $\ell \leq 4$ (and $n=0$ ). The $\operatorname{Kerr}_{\mathrm{HM}}$ template also takes into account the effect of mode-mixing due to the use of spherical harmonics instead of spheroidal harmonics to describe the ringdown.

While in the Kerr $_{220}$ and Kerr $_{221}$ models the amplitudes and phases are left free to vary, in the Kerr $_{\mathrm{HM}}$ model, quasi-circular, aligned-spin NR fits are used to compute the mode amplitudes, frequencies, and damping times. The model calibration assumes that the remnant BH originated from the quasi-circular coalescence of progenitor BHs with spins aligned with the orbital angular momentum. As other templates account for precession, this assumption does not affect the overall efficiency of the analysis. The progenitors' masses and spins are sampled with uniform priors. In contrast to the GWTC-2 results [11], where they were independently measured, the remnant mass and spin are now also obtained through NR fits from the progenitor parameters [158]. This increases the coherence of the measurement, leading to tighter constraints on the remnant parameters. The model amplitudes are calibrated against NR simulations at $20 M$ after the peak of the $\ell=|m|=2$ complex strain, where $M$ is the total mass of the progenitor binary. The other two template types remain unchanged from previous analysis [11].

PyRing uses a reference time $t_{0}$, which is computed from an estimate of the peak of the strain $\left(h_{+}^{2}+h_{\times}^{2}\right)$ from the full IMR analyses (with the approximant IMRPhenomXPHM) assuming GR. The sky location is fixed to coincide with the maximum likelihood value inferred from the full IMR analysis. When assuming the $\operatorname{Kerr}_{221}$ template, we fit the data starting at $t_{0}$ [258, 259]. To take into account the NR calibration of the template, the start time of the analysis is instead set to $15 G \bar{M}_{\mathrm{f}}(1+z) / c^{3}$ after $t_{0}$ when employing the $\operatorname{Kerr}_{\mathrm{HM}}$ template, where $\bar{M}_{\mathrm{f}}$ is the median IMR value of the remnant mass. This choice extrapolates the model outside its nominal validity region, however we have verified that this does not induce appreciable biases [260]. In the Kerr $_{220}$ case, due to the greater flexibility of this template, the analysis starts $10 G \bar{M}_{\mathrm{f}}(1+z) / c^{3}$
after $t_{0}$, which is when a linearised ringdown description is expected to dominate the signal for our analysis [260, 261]. Both sky locations and start times at each detector, together with all configuration data required to reproduce the analysis, are released in [262].

We report results where: i) the remnant parameters are constrained relative to the prior, and ii) the Bayesian evidence favors the presence of a signal over pure Gaussian noise when using our most sensitive template $\left(\right.$ Kerr $\left._{221}\right)$. Estimates of the remnant parameters obtained for the five events from O3b that pass the above criteria, are reported in Table XI.

There is agreement between the remnant properties obtained from the three waveform templates and the IMR analysis. The contribution of overtones or HMs during ringdown is quantified by $\log$ Bayes factors $\left(\log _{10} \mathcal{B}_{220}^{\mathrm{HM}}, \log _{10} \mathcal{B}_{220}^{221}\right)$, which are reported in Table XI. (Note, however, that the Bayes factors depend sensitively upon the chosen priors [119].) When comparing a fit including all QNMs included in $\operatorname{Kerr}_{\mathrm{HM}}$, versus the same model including only the $\ell=|m|=2, n=0$ mode, we observe no strong evidence for the presence of HMs. Additionally, we search for evidence of HMs augmenting the $\operatorname{Kerr}_{220}, \operatorname{Kerr}_{221}$ templates with each of the $(\ell,|m|, n)=$ $(3,3,0),(3,2,0),(2,1,0),(2,0,0)$ modes separately. Following [263], to increase the sensitivity to these modes we assume the amplitudes of modes with opposite $m$ signs to be related by the non-precessing symmetry $A_{\ell,-|m|, n}=(-1)^{\ell} A_{\ell,|m|, n}^{*}$, while also imposing an amplitude hierarchy on the higher angular modes $\mathcal{A}_{\ell, m, n} / \mathcal{A}_{2,2,0}<0.9$, as expected for quasi-circular binaries of moderate mass ratio. Under this set of assumptions, we find no significant evidence for the presence of higher modes in all events except for GW191109_010717, which shows weak evidence for the presence of the $(3,2,0)$ and $(2,1,0)$ modes in addition to the $(2,2,0)$ one at times smaller than $t_{0}+5 \bar{M}_{f}$. However, as discussed below, non-stationary noise around the event time does not allow to draw reliable inference from this signal. Moreover for the parameter space under consideration, the templates signalling such evidence are composed only of fundamental $n=0$ modes and thus not reliable before $\sim t_{0}+10 \bar{M}_{f}$ [260, 261]. Comparing the $\operatorname{Kerr}_{220}$ and $\operatorname{Kerr}_{221}$ analyses, with both templates starting at the peak, we observe weak evidence for the presence of overtones only for the loudest among these signals (for example GW200224_222234 shows such evidence). The estimates of the remnant parameters get closer to the full IMR waveform estimates when including overtones, in agreement with NR predictions.

The exception to the above discussion is GW191109_010717, which shows an overestimation of the remnant mass and spin compared to IMR analyses. As discussed in Appendix A, such discrepancies can be attributed to possible nonstationarities in the detector noise and we will exclude this event from any combined statement made below.

To investigate possible modifications to the ringdown spectrum of the remnant BH , we add parametrised deviations to the Kerr $_{221}$ template in the frequency and damping time with respect to their GR values for the $n=1$ mode. This parametrization can almost fully cover the two-tone parameter space and has a number of desirable features that facilitate both sampling

TABLE XI. The median, and symmetric $90 \%$-credible intervals, of the redshifted final mass and final spin, inferred from the full IMR analysis (IMR) and the PYRing analysis (Sec. VIII A 1) with three different waveform models ( $\mathrm{Kerr}_{220}$, $\mathrm{Kerr}_{221}$, and $\mathrm{Kerr}_{\mathrm{HM}}$ ). A positive value of $\log _{10} \mathcal{B}_{220}^{\mathrm{HM}}$ indicates support for HM in the data, and a positive value of $\log _{10} \mathcal{B}_{220}^{221}$ shows support for the presence of the first overtone. A positive value of $\log _{10} O_{\mathrm{GR}}^{\mathrm{modGR}}$ quantify the level of disagreement with GR. The catalog-combined (including GWTC-2 events) log odds ratio is negative ( $-0.90 \pm 0.45$ ).

| Event | Redshifted final mass$(1+z) M_{\mathrm{f}}\left[M_{\odot}\right]$ |  |  |  | Final spin $\chi_{\mathrm{f}}$ |  |  |  | Higher modes | Overtones |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | IMR | $\mathrm{Kerr}_{220}$ | $\mathrm{Kerr}_{221}$ | Kerr ${ }_{\text {HM }}$ | IMR | $\mathrm{Kerr}_{220}$ | $\mathrm{Kerr}_{221}$ | $\mathrm{Kerr}_{\text {HM }}$ | $\log _{10} \mathcal{B}_{220}^{\mathrm{HM}}$ | $\log _{10} \mathcal{B}_{220}^{221}$ | $\log _{10} O_{\mathrm{GR}}^{\text {modGR }}$ |
| GW191109_010717 | $132.7_{-13.8}^{+21.9}$ | $181.7_{-30.6}^{+28.5}$ | $179.0_{-21.7}^{+23.7}$ | $174.5_{-30.1}^{+38.1}$ | $0.600_{-0.19}^{+0.22}$ | $0.811_{-0.24}^{+0.10}$ | $0.811_{-0.14}^{+0.08}$ | $0.77_{-0.21}^{+0.11}$ | -0.11 | 1.03 | -0.27 |
| GW191222_033537 | $114.2_{-11.7}^{+14.3}$ | $111.4_{-29.7}^{+69.3}$ | $110.3_{-23.8}^{+36.2}$ | $118.3_{-46.2}^{+97.0}$ | $0.67{ }_{-0.10}^{+0.08}$ | $0.46{ }_{-0.41}^{+0.41}$ | $0.52_{-0.43}^{+0.31}$ | $0.60{ }_{-0.66}^{+0.28}$ | 0.08 | -0.83 | -0.20 |
| GW200129_065458 | $71.8_{-3.9}^{+4.4}$ | $60.0_{-8.9}^{+16.7}$ | $77.0_{-14.2}^{+14.4}$ | $219.1_{-140.0}^{+110.4}$ | $0.755_{-0.06}^{+0.06}$ | $0.31_{-0.28}^{+0.43}$ | $0.744_{-0.59}^{+0.17}$ | $0.54_{-0.59}^{+0.35}$ | -0.00 | -0.47 | -0.09 |
| GW200224_222234 | $90.3_{-6.3}^{+6.4}$ | $84.4{ }_{-20.3}^{+23.2}$ | $88.6_{-15.2}^{+15.5}$ | $119.4_{-34.3}^{+142.6}$ | $0.733_{-0.07}^{+0.06}$ | $0.61_{-0.49}^{+0.27}$ | $0.60{ }_{-0.42}^{+0.23}$ | $0.64{ }_{-0.59}^{+0.27}$ | 0.20 | 0.95 | -0.11 |
| GW200311_115853 | $72.1{ }_{-4.7}^{+5.4}$ | $68.5{ }_{-13.5}^{+23.6}$ | $72.2_{-16.3}^{+28.6}$ | $213.2_{-141.5}^{+1678}$ | $0.688_{-0.08}^{+0.07}$ | $0.30_{-0.28}^{+0.44}$ | $0.588_{-0.47}^{+0.30}$ | $0.56{ }_{-0.54}^{+0.32}$ | 0.02 | -1.16 | -0.15 |

and interpretation [119]. Parameter estimation is performed over the same set of parameters appearing in the GR template, with the addition of the deviation parameters on which we impose uniform priors in the $[-1,1]$ range for the frequency $\delta \hat{f}_{221}$ and in the $[-0.9,1]$ range for the damping time $\delta \hat{\tau}_{221}$. The lower bound on $\delta \hat{\tau}_{221}$ prevents issues due to the finite time resolution in the waveform sampling. [11]. If GR provides an accurate description of the ringdown emission, we expect to observe posterior distributions of the deviation parameters to be centered around zero, together with a Bayesian evidence disfavouring the addition of non-GR parameters.

The inferred values of the frequency deviation parameters are consistent with GR for all events analysed, while weak constraints can be extracted on the damping times deviations from single events. The damping time estimation of low-SNR events is more sensitive to violations of the Gaussianity and stationarity hypotheses compared to the frequency estimation [11]. Additional studies investigating this behaviour will be required in the future to properly derive joint posteriors on this parameter when combining many weak events. The posterior distribution of $\delta \hat{\tau}_{221}$ often tends to rail towards the lower prior bound -0.9 for events with low SNR in the ringdown regime, as the data show little evidence for the first overtone.

To combine the set of measurements for all 21 available events we make use of a hierarchical analysis [11]. The single events posteriors used to derive this joint bound are the marginalised $\delta \hat{f}_{221}$ posteriors obtained when allowing both the frequency and the damping time of the 221 mode to deviate from the GR predictions. We obtain a constraint on the frequency deviation equal to $\delta \hat{f}_{221}=0.01_{-0.28}^{+0.27}$, overlapping with the GR predicted value for a Kerr BH , and show its posterior probability distribution in Fig. 13. The corresponding hyperparameter values are: $\mu=0.01_{-0.18}^{+0.18}, \sigma<0.22$. Although GW191109_010717 is excluded from the combined analysis, we note that even though the mass and spin estimates coming from this event show some tension with the ones coming from an IMR analyses, the parametrised deviations do not indicate preference for additional parameters required to describe the ringdown emission. We do not allow to obtain informative constraints on $\delta \hat{\tau}_{221}$.

The single event odds ratios $\log _{10} O_{\mathrm{GR}}^{\text {modGR }}$ values, computed following a procedure similar to our previous analysis [11], are


FIG. 13. The posterior distribution of the fractional frequency deviation for the $\ell=|m|=2, n=1$ mode, $\delta \hat{f}_{221}$, from the PyRing joint hierarchical analysis (triangles and small vertical bars indicate respectively median and $90 \% \mathrm{CLs})$. The measurements of $\delta \hat{f}_{221}$ from individual events, and its combined value using all available 21 GW events (red solid line), both show consistency with GR. Compared to the corresponding GWTC-2 constraint (dashed-dotted blue line), the hierarchically combined posterior on the frequency deviation shows a $90 \%$ CL shrinkage ratio of $\sim 8 \%$. See Sec. VIII A 1 for details.
reported in Table XI. The highest $\log _{10} O_{\mathrm{GR}}^{\mathrm{modGR}}$ value among O3b events, -0.09 , corresponds to GW200129_065458 and does not signal significant tension. By considering all the GWTC-3 events that passed our selection criteria (including previous GWTC-2 results), we find a combined log odds ratio of $-0.90 \pm 0.44$, at $90 \%$ uncertainty, favouring the hypothesis that GR gives an accurate description of the observed ringdown signals.

Finally, as an agnostic test of the consistency of the ringdown emission with GR predictions, a single damped sinusoid (DS) template is used to fit the data. In this case we are not assuming an underlying Kerr metric, nor that the object emitting the signal is a BH, thus the frequency, damping time, and complex amplitude are considered as free parameters without imposing any predictions from GR. We adopt uniform priors on the frequency, damping time, $\log$ of the magnitude, and the phase
of the complex amplitude. The fit starts at $10 G \bar{M}_{\mathrm{f}}(1+z) / c^{3}$ after $t_{0}$. The results on the frequency and damping time obtained in this case are reported in Table XII.

The resulting values agree with the measured values obtained from IMR analyses assuming GR and with those obtained from the additional pSEOB ringdown test discussed below, except for GW191109_010717, where we find an overestimation of the frequency and damping time from the PYRing analysis with respect to the full IMR analyses, which is compatible with the overestimation of the remnant mass and spin.

## 2. The PSEOBNRv4HM analysis

The pSEOBNRv4HM ringdown analysis [11, 121], which uses parameterized spinning EOB waveforms with higher modes calibrated to non-precessing NR simulations [117, 264], measures QNM frequencies within the framework of a complete IMR binary black hole waveform model. It makes full use of gravitational wave signal modelling and hence the complete SNR of the signal. In this approach, the ringdown start-time is built into the model, based on calibrations to NR, and may hence be considered complementary to the post-merger timedomain ringdown analysis described in the previous section.

In the SEOBNRv4HM model, starting from estimates of the initial binary's masses and spins, NR fits [157, 265] are used to predict the mass and spin of the remnant object, which are then used to predict the ringdown frequencies and damping times [65, 266]. Thus, the frequency and damping time of the $(\ell, \pm m, 0) \mathrm{QNM},\left(f_{\ell m 0}, \tau_{\ell m 0}\right)$ are functions of the initial masses and spins:

$$
\begin{align*}
f_{\ell m 0}^{\mathrm{GR}} & =f_{\ell m 0}^{\mathrm{GR}}\left(m_{1}, m_{2}, \chi_{1}, \chi_{2}\right)  \tag{14}\\
\tau_{\ell m 0}^{\mathrm{GR}} & =\tau_{\ell m 0}^{\mathrm{GR}}\left(m_{1}, m_{2}, \chi_{1}, \chi_{2}\right) \tag{15}
\end{align*}
$$

In the parameterized version of the SEOBNRv4HM model used here ( pSEOBNRv 4 HM ), deviations in the frequency and damping time are described through fractional deviations, $\left(\delta \hat{f}_{\ell m 0}, \delta \hat{\tau}_{\ell m 0}\right)$, from the corresponding GR predictions as:

$$
\begin{align*}
& f_{\ell m 0}=f_{\ell m 0}^{\mathrm{GR}}\left(1+\delta \hat{f}_{\ell m 0}\right)  \tag{16}\\
& \tau_{\ell m 0}=\tau_{\ell m 0}^{\mathrm{GR}}\left(1+\delta \hat{\tau}_{\ell m 0}\right) \tag{17}
\end{align*}
$$

TABLE XII. The median, and symmetric $90 \%$ CLs of the frequency and damping time from a single damped-sinusoid (DS) analysis, compared to the IMR predictions for the fundamental $\ell=|m|=2, n=0$ mode from Sec. VIII A 1

| Event | Redshifted <br> frequency [Hz] |  | Redshifted <br> damping time [ms] |  |
| :--- | :---: | :---: | :---: | :---: |
|  | IMR | DS | IMR | DS |
| GW191109_010717 | $120_{-6}^{+8}$ | $104_{-6}^{+10}$ | $7.8_{-1.0}^{+2.5}$ | $14.6_{-4.0}^{+6.1}$ |
| GW191222_033537 | $147_{-14}^{+13}$ | $157_{-63}^{+772}$ | $6.9_{-0.8}^{+1.1}$ | $15.3_{-12.1}^{+30.4}$ |
| GW200129_065458 | $251_{-11}^{+9}$ | $217_{-51}^{+27}$ | $4.5_{-0.4}^{+0.5}$ | $2.8_{-1.2}^{+2.4}$ |
| GW200224_222234 | $197_{-8}^{+9}$ | $195_{-13}^{+11}$ | $5.6_{-0.5}^{+0.6}$ | $7.3_{-3.3}^{+6.3}$ |
| GW200311_115853 | $236_{-13}^{+10}$ | $320_{-246}^{+630}$ | $4.4_{-0.4}^{+0.5}$ | $21.7_{-19.6}^{+25.3}$ |

We use LALInference [139] to stochastically sample over the parameter space of $\left\{\delta \hat{f}_{\ell m 0}, \delta \hat{\tau}_{\ell m 0}\right\}$, along with the set of GR parameters, and finally reconstruct $\left(f_{\ell m 0}, \tau_{\ell m 0}\right)$ using Eqs. (14)(17). Here, we keep our analysis identical to the one presented in previous analysis [11] and restrict ourselves to fractional deviations of the least-damped dominant QNM , i.e., $\left(\delta \hat{f}_{220}, \delta \hat{\tau}_{220}\right)$, keeping the other QNMs fixed at their nominal GR values.

The analysis is performed on events from Table II with an SNR $\geq 8$ in the pre- and post-inspiral regimes, following Table IV. A reasonable SNR in the inspiral is required to break the degeneracy between the fundamental ringdown frequency deviation parameter and the remnant mass. The detector-frame total mass threshold criterion used (due to computational limitations) in the previous analysis [11] was relaxed in this analysis. In reporting joint constraints, we include events from past analyses. These include the 3 events from O3a [11], and five events from first two observing runs and O3a, reported for the first time in [121]. The final list of events that were used for this analysis is listed in Table XIII.

The results of the analysis is summarised in Fig. 14. The left panel of Fig. 14 shows the 2D posteriors (along with the marginalised 1D posteriors) of the frequency and damping time for all the events listed in Table XIII. The contours are colored by the median redshifted total mass $(1+z) M$ of the corresponding binary. We also show the $90 \%$ credible bounds on the fractional deviations from GR in the right panel color coded by the median redshifted mass of the binary. We specifically highlight the bounds from two events, GW150914 and GW200129_065458. GW150914 previously provided the strongest bounds with this method [121]. However, GW200129_065458, similar in source properties to GW150914, but with an SNR of 26.5 [82], provides currently provides the strongest single event bound, $\delta \hat{f}_{220}=$ $-0.01_{-0.08}^{+0.08} ; \delta \hat{\tau}_{220}=0.11_{-0.23}^{+0.23}$. The joint constraints are reported using two methods: multiplying posteriors (given a flat prior on the deviation parameters) and hierarchically combining events. The joint bounds from these two methods read

$$
\begin{equation*}
\delta \hat{f}_{220}=0.02_{-0.03}^{+0.03} ; \delta \hat{\tau}_{220}=0.13_{-0.11}^{+0.11} \tag{18}
\end{equation*}
$$

by multiplying the posteriors and

$$
\begin{align*}
& \delta \hat{f}_{220}=0.02_{-0.07}^{+0.07} \quad\left[\mu=0.02_{-0.00}^{+0.04} ; \sigma<0.06\right]  \tag{19}\\
& \delta \hat{\tau}_{220}=0.13_{-0.22}^{+0.21} \quad\left[\mu=0.13_{-0.13}^{+0.13} ; \sigma<0.19\right] \tag{20}
\end{align*}
$$

by combining hierarchically. The numbers in the square brackets are the hyper-parameter estimates. There is a significant improvement from results previously published in [11] (filled/unfilled upward/downward triangles in the right plot of Fig. 14), which were: $\delta \hat{f}_{220}=0.03_{-0.35}^{+0.38} ; \delta \hat{\tau}_{220}=0.16_{-0.98}^{+0.98}$ using the hierarchical method and $\delta \hat{f}_{220}=0.03_{-0.06}^{+0.07} ; \delta \hat{\tau}_{220}=$ $0.13_{-0.18}^{+0.18}$ using the restricted method.

We note a couple of points about the joint posteriors. First, though we perform single-event analyses over GW191109_010717 and GW200208_130117, we do not include them in the computation of the joint bounds (hierarchical or simple combination). The posterior on $\delta \hat{f}_{220}$ show multimodalities for these two events. For GW200208_130117, the


FIG. 14. Left panel: The $90 \%$ credible levels of the posterior probability distribution of the fractional deviations in the frequency and damping time of the $(2, \pm 2) \mathrm{QNM},\left(\delta f_{220}, \delta \tau_{220}\right)$ and their corresponding one-dimensional marginalized posterior distributions, for events from $\mathrm{O} 1, \mathrm{O} 2$ and O3 passing a SNR threshold of 8 in both the pre- and post-merger signal. Posteriors for GW150914 and GW200129_065458 are separately shown. The joint constraints on ( $\delta f_{220}, \delta \tau_{220}$ ) obtained multiplying the posteriors (given a flat prior) from individual events are given by the filled grey contours, while the hierarchical method of combination yields the black dot dashed curves in the 1D marginalized posteriors. Right panel: $90 \%$ credible interval on the one-dimensional marginalised posteriors on $\delta \sigma_{i}=\left(\delta f_{220}, \delta \tau_{220}\right)$, colored by the median redshifted total mass $(1+z) M$, inferred assuming GR. Filled gray (unfilled black) downward triangles mark the constraints obtained when all the events are combined by multiplying posteriors (hierarchically). For comparison, we mark the previously published bounds from [11] using filled/unfilled upward triangles. The bounds from GW200129_065458 (square) and GW150914 (diamond) are indicated by the separate markers. See Sec. VIII A 2 for details.
secondary of two modes is consistent with the GR prediction $\delta \hat{f}_{220}=0$, while for GW191109_010717, none of the modes are. Follow-up investigations with synthetic signals in segments of data immediately adjacent to the event suggests the possibility of noise systematics not accounted for. The same study rules out, within our statistical uncertainties, any systematic bias due to missing physics in the SEOBNRv4HM waveform model.

We also note that the joint posterior distribution on $\delta \hat{\tau}_{220}$ in the left plot of Fig. 14 does not include the GR prediction at the $90 \%$ credible level. Although insufficient to claim a violation of GR, this apparent deviation definitely warrants further investigation. The trend of overestimating the combined damping time is consistent with what is observed on an event-by-event analysis, where the posterior on $\delta \hat{\tau}_{220}$, although consistent with 0 is biased towards positive values. Hence a combination of information across multiple events is expected to reduce statistical uncertainties and make this bias more prominent. One possible reason might be a prior on ( $\delta \hat{f}_{220}, \delta \hat{\tau}_{220}$ ) which is asymmetric around 0 with greater support for positive values. This is because, since $\left(f_{220}, \tau_{220}\right)$
are strictly positive quantities, the priors on $\left(\delta \hat{f}_{220}, \delta \hat{\tau}_{220}\right)$ are strictly greater than -1 . However, the upper prior boundary is free to be as large as is required for the posterior to not rail against it and it usually greater than 1 . For events with moderately high SNRs analysed with this method, the effect of the prior on the final posterior can be non-negligible. We also note that while the posteriors on the fractional deviation show more support towards positive values, the frequency and damping time reconstructed using Eqs. (16) and (17) are consistent with those predicted using estimates of initial masses and spins from [82] and NR fits [159]. This gives us more confidence in the measured QNMs, while also pointing to the possibility that correlations among the remnant parameters may be responsible for the apparent deviation. Further, as has been argued in [11], imperfect noise modelling can also lead to overestimation of damping time [121]. Finally, we can not rule out the statistical uncertainties of working with a sample of just 12 events.

| Event | $f_{220}(\mathrm{~Hz})$ | $\tau_{220}(\mathrm{~ms})$ | $(1+z) M_{\mathrm{f}} / M_{\odot}$ | $\chi_{\mathrm{f}}$ |
| :--- | :--- | :--- | :--- | :---: |
| GW150914 | $254.6_{-12.2}^{+16.1}$ | $4.51_{-0.99}^{+1.10}$ | $71.6_{-11.0}^{+8.6}$ | $0.76_{-0.20}^{+0.10}$ |
| GW170104 | $287.8_{-36.4}^{+99.4}$ | $4.70_{-2.24}^{+3.24}$ | $69.4_{-28.1}^{+3.6}$ | $0.84_{-0.57}^{+0.12}$ |
| GW190519_153544 | $123.6_{-13.9}^{+11.9}$ | $10.33_{-3.07}^{+3.56}$ | $155.5_{-29.9}^{+24.0}$ | $0.81_{-0.28}^{+0.10}$ |
| GW190521_074359 | $204.6_{-11.7}^{+14.6}$ | $5.32_{-1.21}^{+1.48}$ | $86.4_{-14.3}^{+21.2}$ | $0.73_{-0.26}^{+0.12}$ |
| GW190630_185205 | $247.0_{-49.8}^{+29.0}$ | $3.86_{-1.73}^{+2.25}$ | $65.7_{-39.2}^{+18.3}$ | $0.62_{-0.62}^{+0.26}$ |
| GW190828_063405 | $254.3_{-17.7}^{+20.2}$ | $6.22_{-2.34}^{+2.53}$ | $83.1_{-18.2}^{+1.1}$ | $0.89_{-0.25}^{+0.06}$ |
| GW190910 112807 | $174.2_{-7.5}^{+11.7}$ | $9.52_{-2.68}^{+3.13}$ | $123.5_{-18.1}^{+14.7}$ | $0.90_{-0.11}^{+0.05}$ |
| GW191109_010717 | $136.6_{-18.3}^{+11.3}$ | $15.09_{-2.74}^{+3.62}$ | $170.4_{-15.1}^{+25.3}$ | $0.94_{-0.04}^{+0.02}$ |
| GW200129_065458 | $246.4_{-18.1}^{+14.1}$ | $4.68_{-0.97}^{+1.01}$ | $74.2_{-10.4}^{+7.4}$ | $0.76_{-0.22}^{+0.10}$ |
| GW200208_130117 | $460.7_{-27.7}^{+40.7}$ | $18.25_{-14.10}^{+47.49}$ | $71.5_{-11.1}^{+23.8}$ | $1.00_{-0.45}^{+0.00}$ |
| GW200224_222234 | $196.1_{-9.2}^{+10.2}$ | $7.00_{-1.71}^{+1.86}$ | $101.6_{-14.0}^{+10.4}$ | $0.85_{-0.16}^{+0.07}$ |
| GW200311_115853 | $241.8_{-20.0}^{+19.9}$ | $4.72_{-1.45}^{+1.75}$ | $75.3_{-17.4}^{+12.4}$ | $0.76_{-0.39}^{+0.13}$ |

TABLE XIII. Redshifted damping times and frequencies of the 220 mode as well as final redshifted mass and spin as inferred from the analysis for different events that are analysed using the pSEOBNRv4HM method (Sec. VIII A 2).

## B. Echoes

Mergers of certain classes of exotic compact objects that do not have a horizon can cause ingoing gravitational waves (e.g., resulting from merger) to reflect multiple times off effective radial potential barriers, with wave packets leaking out to infinity at regular times; these are called echoes [61-63]. Previous analysis [11] employed a morphology-dependent method [267] using the waveform template proposed in [68] to search for GW echoes. Here, however, we employ a method that is independent of the morphology of the signal [85, 86].

We make use of the BAYESWAVE pipeline [84, 146, 151] to search for echoes and compute the Bayes factors for the signal versus noise hypothesis. We further analyze the background around each event to quantify the significance of the Bayes factors.

Our method employs combs of decaying identical sine-Gaussians as the basis functions or the generalized wavelets [85, 86]. The sine-Gaussians are parameterized by an amplitude $A$, a central frequency $f_{0}$, a damping time $\tau$, and a reference phase $\phi_{0}$. In addition to these parameters, basis functions include three extra parameters which characterize the way in which the sine-Gaussians are arranged in the wavelet; the central time of the first echo $t_{0}$, the time separation between sine-Gaussians $\Delta t$, a phase difference between them $\Delta \phi$, an amplitude damping factor $\gamma$, and a widening factor $w$.

To perform the search, we use uniform priors for all the wavelet parameters except the damping time $\tau$ and the amplitude $A$. The central frequency, $f_{0}$ is sampled uniformly from the interval between the lower cut-off frequency and half the sampling rate of the analysis, $[30,1024] \mathrm{Hz}$. Also, $\Delta t$, $\phi_{0}, \Delta \phi$ and $\gamma$ are sampled uniformly with respective ranges, $\Delta t \in[0,0.7] \mathrm{s}, \phi_{0} \in[0,2 \pi], \Delta \phi \in[0,2 \pi], \gamma \in[0,1]$, and $w \in[1,2]$. The damping time $\tau$ is sampled such that the corresponding the quality factor $Q=2 \pi f_{0} \tau$ is distributed uniformly in the interval [2,40], which ensures $\tau$ to be within the time scales set by masses of the events $\left(\sim\left[3 \times 10^{-4}, 0.2\right]\right.$ s). The wavelet amplitude $A$ is sampled based on signal-to-noise ratio
as described in [84].
To construct background distributions for the $\log$ Bayes factors $\log _{10} \mathcal{B}_{\mathrm{N}}^{\mathrm{S}}$, we use stretches of data randomly picked in an asymmetric time window around each coalescence event. Backgrounds are composed by 100 trials in $\left[t_{\text {event }}-3072 \mathrm{~s}\right.$, $t_{\text {event }}-$ $300 \mathrm{~s}]$ and 100 trials in $\left[t_{\text {event }}+1024 \mathrm{~s}, t_{\text {event }}+2048 \mathrm{~s}\right]$, , where $t_{\text {event }}$ is the coalescence time of the event, each trial analyzing an interval of 4 s . The start of the time window after coalescence is chosen in order to avoid the presence of putative echoes signals in the background trials.

The foreground run is instead performed on a 4 s time interval starting at $t_{\text {event }}+3 \tau_{220}$, since we want to start analyzing at a time that is safely beyond the plausible duration of the ringdown of the remnant object. $\tau_{220}$ is a conservatively long estimate for the decay time of the 220 mode in the ringdown, obtained from the fitting formula for $\tau_{220}\left(M_{\mathrm{f}}, \chi_{\mathrm{f}}\right)$ [65, 268]. We take the upper bound of $90 \%$ credible interval of $\tau_{220}$ distribution computed from final mass and spin samples for the event. This is typically of the order of a few milliseconds.

The complementary empirical cumulative distribution function of background distributions of $\log _{10} \mathcal{B}_{\mathrm{N}}^{\mathrm{S}}$ are used to quantify the search outcome via $p$-values for each event. We compute the $p$-value for $\log _{10} \mathcal{B}_{\mathrm{N}}^{\mathrm{S}}$ for each event, which is the fraction of background $\log _{10} \mathcal{B}_{\mathrm{N}}^{\mathrm{S}}$ above the $\log$ Bayes factor of the event.

For all the events, the signal versus noise Bayes factor $\mathcal{B}_{\mathrm{N}}^{\mathrm{S}}$ are within the corresponding background distributions, and the corresponding $p$-values are tabulated in Table XIV. If echoes are not present in the data, we expect the $p$-values to follow a uniform distribution between $[0,1]$. Fig. 15 plots the $p$ value versus the cumulative fraction of events and the dotted dash line shows the prediction if no signal is present with corresponding $90 \%$ uncertainty regions marked in light-color bands. We follows the recipe described in Sec. IV A to make the PP plot. As can be seen, the measurement is consistent with the absence of echoes within $90 \%$ credible region. We conclude that we find no statistically significant evidence for echoes from the morphology-independent search we carried

TABLE XIV. Results of the echoes analysis (Sec. VIII B). List of $p$-values for signal to noise Bayes Factor $\mathcal{B}_{\mathrm{N}}^{\mathrm{S}}$ for the events that are analysed. In the absence of any echoes signal these should be uniformly distributed between $[0,1]$. Fig. 15 shows the corresponding PP plot with $90 \%$ credible intervals superimposed on it. There is no evidence for the presence of echoes.

| Event | $p$-value |
| :--- | ---: |
| GW191109_010717 | 0.35 |
| GW191129_134029 | 0.35 |
| GW191204_171526 | 0.37 |
| GW191215_223052 | 0.23 |
| GW191216_213338 | 0.88 |
| GW191222_033537 | 0.89 |
| GW200115_042309 | 0.44 |
| GW200129_065458 | 0.33 |
| GW200202_154313 | 0.43 |
| GW200208_130117 | 0.24 |
| GW200219_094415 | 0.18 |
| GW200224_222234 | 0.59 |
| GW200225_060421 | 0.69 |
| GW200311_115853 | 0.42 |
| GW200316_215756 | 0.27 |

out. As the methodology employed here is different from that of our previous analysis [11], and relies of the $p$-values, one cannot have a fair comparison of the results between the two.

## IX. CONCLUSIONS AND OUTLOOK

Gravitational-wave observations provide a unique tool to test fundamental physics. The strongly gravitating, highly dynamical and radiative spacetime associated with the late inspiral, merger and ringdown of compact binaries facilitates tests of general relativity in a regime that is unaccessible otherwise. Binary black holes and binary neutron star mergers observed in the past observing runs already set limits on possible deviations from GR [3, 6, 7, 9-11, 80, 100, 245, 262, 269-272]. Here we discuss a pool of tests aimed at unearthing deviations from GR using the events detected during the second part of the third observing run of advanced LIGO and advanced Virgo. We perform ten tests of GR on the 15 events that have a false alarm rate less than $10^{-3} \mathrm{yr}^{-1}$. These tests are the same ones as in the previous analysis [11], except with the following updates. Our search for post-merger echoes is morphologyindependent in this paper and the method to test for non-GR polarization modes is refined to address mixed polarizations as opposed to scalar-only, vector-only, and tensor-only hypotheses as was the case in [11]. Furthermore, some of the tests rely on more up-to-date waveforms; in the residuals and inspiral-merger-consistency tests, we account for higher order multipole moments for all the events from the second part of the third observing run.

We subtract the maximum-likelihood GR waveform from the data to verify the consistency of the residuals with detector noise, thereby showing the consistency of the signals in the data with GR. Independent estimates of the mass and spin of


FIG. 15. Results of the echoes analysis (Sec. VIII B). Plot of fraction of events for which the echoes signal-to-noise $p$-value is less than or equal to the abscissa. The light-blue band represents the $90 \%$ credible interval of the observed $p$-values, while the diagonal dashed line is expectation from the null hypothesis. The light-gray band around the diagonal line represents the $90 \%$ uncertainty band of the null hypothesis.
the merger remants, from the inspiral and postinspiral parts of the waveform for different events show mutual consistency. The fractional changes in the final mass and spin from this test, assuming they take the same values for all the events and combining all the events analyzed so far, are constrained to $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}=-0.02_{-0.06}^{+0.07}$ and $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}=-0.06_{-0.07}^{+0.10}$ at $90 \%$ credibility.

Tests aimed at looking for parametrized departures from GR in the post-Newtonian phasing coefficients all find consistency with GR within the statistical uncertainties. The most wellconstrained parameter is the absolute value of the -1 PN coefficient, which is bound to $\leq 7.3 \times 10^{-4}$ at $90 \%$ credibility, assuming its value is the same for all the events. As certain modified theories of gravity predict dispersion of GWs, we searched for this effect and found no evidence for dispersion. The bound on the graviton mass is updated to $m_{g} \leq 1.27 \times 10^{-23} \mathrm{eV} / c^{2}$, at $90 \%$ credibility. A general metric theory of gravity admits up to six modes of GW polarization. We searched for non-GR polarization modes and found no signature of such modes.

Analyses to measure the spin-induced quadrupole moments of the binary components found no signatures of exotic compact objects. Further, tests for deviations from GR in the ringdown of the remnant black hole were carried out using two independent methods and the frequency deviation parameters are constrained to $\delta \hat{2}_{221}=0.01_{-0.28}^{+0.27}$ and $\delta \hat{2}_{220}=0.02_{-0.07}^{+0.07}$, at $90 \%$ credibility, by hierarchically combining the results from the events that are analyzed. We also found no evidence for post-merger echoes from the merger remnant from our
morphology-independent search.
Future observing runs with improved detector sensitivities will provide a larger catalog of compact binary observations and events with larger SNR. These observations will enable us to carry out more stringent tests of GR in parts of the parameter space that are not covered here. Developing accurate waveform models that cover the diverse physics that will be revealed by the sources is an important step towards this goal. Finally, devising new tests or improving the existing ones, optimizing their sensitvity to predictions from specific modified theories of gravity, can play a very important role in constraining beyondGR physics using future GW observations.
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## Appendix A: Effect of waveform systematics and noise artifacts on the tests

In the context of null tests of GR, the posterior distributions on deformation parameters are sensitive to every assumption that goes into the analysis. These include assumptions about the relevant physics included in the waveforms employed and detector noise model, among others. Hence, any deviation from GR seen in the posteriors, statistically significant or not, could be due to the breakdown of one or more of the above assumptions. We discuss below some of these features and discuss the specific case of GW191109_010717 as an example.

## 1. Waveform systematics and parameter degeneracies

The increasing number of events detected results in a large variety of systems observed, spanning regions of parameter space where different approximants lead to visibly different estimates of source parameters [82, 136, 286, 287]. Such discrepancies are expected for non-standard events, and are a direct consequence of specific approximations inherent to each waveform model (such as neglecting precessional effects, higher order multipole moments, etc.) or lack of a uniform coverage in the parameter space of NR waveforms, which are used to train or calibrate the waveform models. Extreme spins, highly unequal masses and nearly edge-on inclinations are all elements that can enhance such differences [288-290].

Another aspect to consider in this context is the presence of waveform degeneracies, where two or more templates provide a good fit to the signal: in this case, posteriors can show a complicate bi(multi)-modal structure, with different modes clearly separated in parameter space. The addition of non-GR parameters complicates the picture, increasing the dimensionality of the likelihood surfaces to be explored and possibly enhancing such multimodalities. Multi-modal features might appear also in the distributions for deviation parameters, with some of the modes having consistent support away from zero. It has been pointed out that this can be a direct consequence of a known degeneracy between source parameters and deviation coefficients [121]. In this sense, one needs to be extremely cautious in classifying support for values away from GR as violations from GR, without thorough cross-comparisons of multiple analyses [40] which might be individually prone to systematic biases related to the partial inclusion of beyondGR effects [291]. The pSEOBNRv4HM model, an IMR model where ringdown complex frequencies deviations are free to vary, is one of the analyses which commonly suffers from such degeneracies $[11,121]$. One example of degeneracy is due to the strong correlation between the fundamental ringdown frequency and the mass of the remnant BH. Such degeneracy is broken when the mass is constrained independently from other phases of the coalescence. This considerations led to the requirement of considering only events with $\mathrm{SNR}>8$ in the pre-merger regime for this analysis. While additional selection criteria can help in minimizing these effects, it is important to carefully interpret the results of each test keeping in mind the assumptions underlying the analysis of the signal.

## 2. Non-stationarity and non-Gaussianity of the detector noise

An additional important aspect of data analysis is the impact of transient non-gaussian noise or glitches affecting the data around the time of the event analysed. Glitches can lead to systematic deviations in the null parameter that is measured and mimic false deviations from GR [11, 292]. These issues will affect both low and high mass systems in different ways, depending on the amplitude and duration of the noise transient [293], and might exacerbate waveform systematics effects, which tend to be more severe for short signals. Furthermore, since the parameterized models we employ invoke parameters
over and above the GR source parameters, these additional parameters can capture any residual noise artifacts that are left after methods such as deglitching [84, 294] are employed to mitigate non-stationarities or non-Gaussianities. As we detect more and more signals, including high-mass ones, these considerations become of increasing importance while testing for deviations from GR. Already in the first half of the third observing run, a few events have shown deviations which were understood to be an effect of incomplete models of the noise background (e.g., in the ringdown regime) [11]. Gaussian noise fluctuations alone are expected to cause deviations from GR for $\sim 1$ in ten events with our choice of credible intervals, though the results of our hierarchical analyses should be robust against these effects. As an example, we next discuss how statistically significant deviations seen in some of the analyses, as mentioned in the main text, may be understood.

## 3. Anomalies observed in the case of GW191109_010717

Among the different events we analysed, GW191109_010717 is the only event which led to statistically significant deviations in three of our null tests (i.e., modified dispersion tests, Sec. VI, and two ringdown tests, Sec. VIII A).

GW191109_010717 is the heaviest system in our event list and hence has the shortest signal duration. It is also the only event considered in this work for which both Livingston and Hanford frames required mitigation, due to the presence of glitches overlapping with the inspiral track of the signal (see Table XIV of GWTC-3[82]). Such noise artifacts belong to the category of 'slow scattering' glitches [295], which are due to light scattering and lead to long duration arches ( $\sim 2-2.5$ s) in time-frequency spectograms, as discussed in [296] (see also Sec. IIIB of GWTC-3 [82] for a discussion of data quality of O3b events). Data below 30(40) Hz were affected in Livingston (Hanford), with noise directly overlapping the time of the trigger, and glitches were subtracted with BayesWave [84, 294]. The same glitch subtraction algorithm was applied only to another event in our selection list, GW200115_042309. However, GW200115_042309 has a long inspiral compared to GW191109_010717, which lasts for less than a second in detector band, meaning the glitch overlaps with a significant portion of the signal. GR parameter estimation runs [82] already show evidence of a multimodal likelihood surface for this event.

Previous investigations have shown that BayesWave deglitching is not expected to affect parameter estimation [294, 297] nor tests of GR [292]. However, these works did not consider situations in which two detectors are affected by the type of glitch that impacted GW191109_010717. Injections performed around the trigger time in detector noise could partially reproduce the deviations seen in the actual analyses of the event, indicating noise properties might be the main explanation behind our results. Further studies would be required to assess the reliability of tests of GR in similar situations, as well as the sensitivity of different analyses to residual noise features. These investigations are outside the scope of this paper and,


FIG. 16. Same as Fig. 3 but for GWTC-2 events (see Table XV). The gray distribution corresponds to the joint posterior of GWTC-2 events. O3a (O1 and O2) events are plotted with solid (dot-dashed) traces.

TABLE XV. Same as Table IV but here we include the updated results of GWTC-2 events which satisfy the inspiral-merger-ringdown consistency test selection criteria. Only the $Q_{\mathrm{GR}}^{2 \mathrm{D}}$ values are updated compared to results given in Table IV of our previous analysis [11].

| Event | $f_{\mathrm{c}}^{\mathrm{IMR}}[\mathrm{Hz}]$ | $\rho_{\text {IMR }}$ | $\rho_{\text {insp }}$ | $\rho_{\text {postinsp }}$ | $Q_{\text {GR }}^{2 \mathrm{D}}[\%]$ |
| :--- | :---: | ---: | ---: | ---: | ---: |
| GW150914 | 132 | 25.3 | 19.4 | 16.1 | 54.3 |
| GW170104 | 143 | 13.7 | 10.9 | 8.5 | 28.9 |
| GW170809 | 136 | 12.7 | 10.6 | 7.1 | 24.7 |
| GW170814 | 161 | 16.8 | 15.3 | 7.2 | 9.9 |
| GW170818 | 128 | 12.0 | 9.3 | 7.2 | 24.5 |
| GW170823 | 102 | 11.9 | 7.9 | 8.5 | 95.1 |
| GW190408_181802 | 164 | 15.0 | 13.6 | 6.4 | 11.5 |
| GW190503_185404 | 99 | 13.7 | 11.5 | 7.5 | 94.3 |
| GW190513_205428 | 125 | 13.3 | 11.2 | 7.2 | 34.6 |
| GW190521_074359 | 105 | 25.4 | 23.4 | 9.9 | 0.4 |
| GW190630_185205 | 135 | 16.3 | 14.0 | 8.2 | 58.5 |
| GW190814 | 207 | 24.8 | 23.9 | 6.9 | 99.9 |
| GW190828_063405 | 132 | 16.2 | 13.8 | 8.5 | 21.0 |

as a cautionary measure, we drop GW191109_010717 from combined statements in the context of ringdown and modified dispersion tests.

## Appendix B: Revisiting inspiral-merger-ringdown consistency test results of GWTC-2 events

In this section, we revisit the IMR consistency test results of GWTC-2 events which are summarized in Table IV of our
previous analysis [11]. Here we describe the main reasons for this reanalysis.

First, for some events the parameter estimation analyses of the inspiral and the postinspiral parts used different prior bounds. This is not necessarily problematic but it can lead to the 2 D distribution of the prior on the fractional deviation parameters ( $\left.\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}, \Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}\right)$ peaking away from $(0,0)$. Such priors are undesirable, since we do not want to prefer a GR deviation a priori. The prior distributions on the deviation parameters for GW170823 and GW190503_185404 peaked significantly away from $(0,0)$, so we reanalyzed these events using the same priors for masses and spins in the inspiral and postinspiral analyses. The GR quantile value for GW190503_185404 ( $94.3 \%$ ) is significantly higher than its previous value ( $53.2 \%$ ). This can be attributed to the fact that the new prior for this event peaks at zero whereas the old prior peaked close to the peak of the posterior (well away from zero). The new and old posteriors peak at almost the same place, causing the reweighted posterior to shift further away from $(0,0)$.

Second, in our GWTC-1 analysis [10], the prior distributions on the fractional mass and spin parameters of O 1 and O 2 events were computed only using the prior range on component masses, and not accounting for the additional constraints on the mass priors. This was discontinued for O3a events in GWTC2 [11], where prior samples were generated considering the full set of priors. However, the GWTC-1 priors were used for $\mathrm{O} 1 / \mathrm{O} 2$ events. To maintain uniformity, we recomputed the priors for $\mathrm{O} 1 / \mathrm{O} 2$ events which were then used to reweight the posteriors. The old prior for the event GW170814 favored fractional mass deviation parameters further away from zero compared to the new prior which pushed the portion of the posterior with less probability closer to the origin. This is likely the reason why the GR quantile value of GW170814 in our previous analysis [11] is significantly higher (22.9\%) than the current value ( $9.9 \%$ ).

Third, we change the limits of the fractional deviation parameters, $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}$ and $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$. As can be seen from Fig. 3 of the GWTC-2 analysis [11], the $90 \%$ credible regions of the posteriors on $\left(\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}, \Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}\right)$ for a few of the GWTC-2 events such as GW190814 were not closed within the range of the deviation parameters for which they were calculated. The ranges of deviation parameters were earlier set to $[-1.5,1.5]$ for $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}$ and $[-1,1]$ for $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$. We now set the ranges of both deviation parameters to [-2,2], which encloses all the $90 \%$ credible regions we find. This change in the ranges of deviation parameters has at most a small effect on the GR quantiles, with the largest absolute difference of 0.5 percentage points for GW190828_063405.

The new results obtained with these three changes are given in Table XV and the posteriors are shown in Fig. 16. The three events whose contours do not enclose the origin are GW170823 (orange dot-dashed), GW190503_185404 (orange solid), and GW190814 (blue solid). Additionally, GW170814, GW170818, and GW190828_063405 show some small multimodal structures. The possible reasons for the high $Q_{\mathrm{GR}}^{2 \mathrm{D}}$ values for GW170823 and GW190814 have already been discussed in our previous study [11]. Specifically, GW170823 is the event with the lowest SNR among the events in Table XV and
has a relatively high redshifted mass, while GW190814 has a low SNR in its postinspiral part due to its low redshifted mass leading to significant bias in its final spin measurements compared to the relatively high SNR inspiral regime. This bias leads to the marginalized GW190814 $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$ posterior (blue solid) in the right side panel of Fig. 16 peaking significantly away from the GR value. GW190503_185404, and GW190814 also have prominent bimodal and multimodal posteriors which can be seen as additional peaks away from GR value in the marginalized $\Delta M_{\mathrm{f}} / \bar{M}_{\mathrm{f}}$ and $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$ posteriors. This significant bias from the GR value for GW190814 is the reason why we see the $\sigma$ posterior of $\Delta \chi_{\mathrm{f}} / \bar{\chi}_{\mathrm{f}}$ in Fig. 5 peaking away from zero for GWTC-2 and, in turn, for GWTC-3. Considering the change in $Q_{\mathrm{GR}}^{2 \mathrm{D}}$ values with respect to our previous analysis [11], we have already explained why we see signifi-
cant differences for GW170814 and GW190503_185404 with absolute differences of 13.0 and 41.1 percentage points, respectively. The next largest absolute change is 2.3 percentage points for GW170818 and for most events the change is at most 0.5 percentage points.

To summarize, we changed our calculation of the reweighted posteriors in three ways. We corrected the cases where the mismatch of priors used in the inspiral and postinspiral runs led to the prior on the deviation parameters peaking well away from zero, recomputed the prior distribution on the deviation parameters for the $\mathrm{O} 1 / \mathrm{O} 2$ events, and made the limits on the deviation parameters uniform across all events. With these changes, we note that $Q_{\mathrm{GR}}^{2 \mathrm{D}}$ changes appreciably only for two events: GW170814 and GW190503_185404. We use the results from these new reweighted posteriors to obtain the combined results.
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