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• LIGO: Laser Interferometer Gravitational-wave Observatory 

• Senses fractional arm displacements (strain) of 10-21
 

→ changes in length of ~2×10-16 cm 
=1/500 of charge radius of proton 
→ like measuring distance to Proxima Centauri to the width 
of a human hair 

• A tour de force of precision measurement: 
40 kg “test masses” suspended from from fused silica 
fibers, multi-stage pendula, active seismic isolation  
 
20 W laser power → 100 kW circulating in arm cavities  
 
Thermal deformation of mirrors must be compensated by 
ring heaters and CO2 lasers  
…

Rep. Prog. Phys. 72 (2009) 076901 B P Abbott et al

2. Gravitational waves

The essence of general relativity is that mass and energy
produce a curvature of four-dimensional space–time, and that
matter moves in response to this curvature. The Einstein
field equations prescribe the interaction between mass and
space–time curvature, much as Maxwell’s equations prescribe
the relationship between electric charge and electromagnetic
fields. Just as electromagnetic waves are time-dependent
vacuum solutions to Maxwell’s equations, GWs are time-
dependent vacuum solutions to the field equations. GWs are
oscillating perturbations to a flat, or Minkowski, space–time
metric, and can be thought of equivalently as an oscillating
strain in space–time or as an oscillating tidal force between
free test masses.

As with electromagnetic waves, GWs travel at the
speed of light and are transverse in character, i.e. the strain
oscillations occur in directions orthogonal to the direction
in which the wave is propagating. Whereas electromagnetic
waves are dipolar in nature, GWs are quadrupolar: the strain
pattern contracts space along one transverse dimension, while
expanding it along the orthogonal direction in the transverse
plane (see figure 1). Gravitational radiation is produced
by oscillating multipole moments of the mass distribution
of a system. The principle of mass conservation rules
out monopole radiation, and the principles of linear and
angular momentum conservation rule out gravitational dipole
radiation. Quadrupole radiation is the lowest allowed form
and is thus usually the dominant form. In this case, the GW
field strength is proportional to the second time derivative
of the quadrupole moment of the source, and it falls off in
amplitude inversely with distance from the source. The tensor
character of gravity—the hypothetical graviton is a spin-2
particle—means that the transverse strain field comes in two
orthogonal polarizations. These are commonly expressed in
a linear polarization basis as the ‘+’ polarization (depicted in
figure 1) and the ‘×’ polarization, reflecting the fact that they
are rotated 45◦ relative to one another. An astrophysical GW
will, in general, be a mixture of both polarizations.

GWs differ from electromagnetic waves in that they
propagate essentially unperturbed through space, as they
interact only very weakly with matter. Furthermore, GWs
are intrinsically non-linear, because the wave energy density
itself generates additional curvature of space–time. This
phenomenon is only significant, however, very close to strong
sources of waves, where the wave amplitude is relatively
large. More usually, GWs distinguish themselves from
electromagnetic waves by the fact that they are very weak.
One cannot hope to detect any waves of terrestrial origin,
whether naturally occurring or manmade; instead one must
look for very massive compact astrophysical objects, moving
at relativistic velocities. For example, strong sources of GWs
that may exist in our galaxy or nearby galaxies are expected to
produce wave strengths on Earth that do not exceed strain levels
of one part in 1021. Finally, it is important to appreciate that
GW detectors respond directly to GW amplitude rather than
GW power; therefore the volume of space that is probed for
potential sources increases as the cube of the strain sensitivity.

time

h

Figure 1. A GW traveling perpendicular to the plane of the diagram
is characterized by a strain amplitude h. The wave distorts a ring of
test particles into an ellipse, elongated in one direction in one
half-cycle of the wave, and elongated in the orthogonal direction in
the next half-cycle. This oscillating distortion can be measured with
a Michelson interferometer oriented as shown. The length
oscillations modulate the phase shifts accrued by the light in each
arm, which are in turn observed as light intensity modulations at the
photodetector (green semi-circle). This depicts one of the linear
polarization modes of the GW.

3. LIGO and the worldwide detector network

As illustrated in figure 1, the oscillating quadrupolar strain
pattern of a GW is well matched by a Michelson interferometer,
which makes a very sensitive comparison of the lengths of
its two orthogonal arms. LIGO utilizes three specialized
Michelson interferometers, located at two sites (see figure 2):
an observatory on the Hanford site in Washington houses
two interferometers, the 4 km-long H1 and 2 km-long H2
detectors; and an observatory in Livingston Parish, Louisiana,
houses the 4 km-long L1 detector. Other than the shorter
length of H2, the three interferometers are essentially identical.
Multiple detectors at separated sites are crucial for rejecting
instrumental and environmental artifacts in the data, by
requiring coincident detections in the analysis. Also, because
the antenna pattern of an interferometer is quite wide,
source localization requires triangulation using three separated
detectors.

The initial LIGO detectors were designed to be sensitive
to GWs in the frequency band 40–7000 Hz, and capable of
detecting a GW strain amplitude as small as 10−21 [2]. With
funding from the National Science Foundation, the LIGO sites
and detectors were designed by scientists and engineers from
the California Institute of Technology and the Massachusetts
Institute of Technology, constructed in the late 1990s, and
commissioned over the first 5 years of this decade. From
November 2005 to September 2007, they operated at their
design sensitivity in a continuous data-taking mode. The data
from this science run, known as S5, are being analyzed for
a variety of GW signals by a group of researchers known as
the LIGO Scientific Collaboration [4]. At the most sensitive
frequencies, the instrument root-mean-square (rms) strain
noise has reached an unprecedented level of 3 × 10−22 in a
100 Hz band.

Although in principle LIGO can detect and study GWs
by itself, the potential to do astrophysics can be quantitatively
and qualitatively enhanced by operation in a more extensive
network. For example, the direction of travel of the GWs and
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FIG. 4. Posterior probability densities of the masses, spins and distance to the three events GW150914, LVT151012 and GW151226. For the
two dimensional distributions, the contours show 50% and 90% credible regions. Top left: component masses msource

1 and msource
2 for the three

events. We use the convention that msource
1 � msource

2 , which produces the sharp cut in the two-dimensional distribution. For GW151226 and
LVT151012, the contours follow lines of constant chirp mass (M source = 8.9+0.3

�0.3 M� and M source = 15.1+1.4
�1.1 M� respectively). In all three

cases, both masses are consistent with being black holes. Top right: The mass and dimensionless spin magnitude of the final black holes.
Bottom left: The effective spin and mass ratios of the binary components. Bottom right: The luminosity distance to the three events.

a greater impact upon the inspiral. We find that smaller spins
are favoured, and place 90% credible bounds on the primary
spin a1  0.7 for GW150914, a1  0.7 for LVT151012, and
a1  0.8 for GW151226. In the case of GW151226, we infer
that at least one of the components has a spin of � 0.2 at the
99% credible level.

While the individual component spins are poorly con-
strained, there are combinations that can be better inferred.
The effective spin ceff, as defined in Equation 6, is a mass-
weighted combination of the spins parallel to the orbital an-
gular momentum [71–73]. It is +1 when both the spins are
maximal and parallel to the angular momentum, �1 when
both spins are maximal and antiparallel to the angular mo-
mentum, and 0 when there is no net mass-weighted aligned
spin. Systems with positive ceff complete more cycles when
inspiralling from a given orbital separation than those with
negative ceff [70, 110]. While ceff has a measurable effect
on the inspiral, this is degenerate with that of the mass ratio
as illustrated for the lower mass inspiral-dominated signals in
Fig. 4.

Observations for all three events are consistent with small
values of the effective spin: |ceff|  0.17, 0.28 and 0.35 at
90% probability for GW150914, LVT151012 and GW151226
respectively. This indicates that large parallel spins aligned or
antialigned with the orbital angular momentum are disfavored.

It may be possible to place tighter constraints on each com-
ponent’s spin by using waveforms that include the full effects
of precession [39]. This will be investigated in future analy-
ses.

All three events have final black holes with spins of ⇠ 0.7,
as expected for mergers of similar-mass black holes [111,
112]. The final spin is dominated by the orbital angular mo-
mentum of the binary at merger. Consequently, it is more pre-
cisely constrained than the component spins and is broadly
similar across the three events. The masses and spins of the
final black holes are plotted in Fig. 4.

The spin of the final black hole, like its mass, is calcu-
lated using fitting formulae calibrated against numerical rel-
ativity simulations. In [38] we used a formula which only in-
cluded contributions from the aligned components of the com-
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Sky location and distance
• Sky location inferred from 

triangulation of times, phases, and 
amplitudes on arrival → bimodal 
rings of100–1000 of deg2 with only 2 
detectors 

• Distance inferred by signal amplitude 
and directional antenna patterns, but 
degenerate with inclination 
       → ~400 ± 200 Mpc for 
             GW150914-like BBH mergers



The future is bright!
• EM counterparts of LIGO 

sources 

• Central engine vs. external 
fireball and ejecta 

• Pinpoint host galaxy, 
determine formation 
environment 

• Standard sirens: Calibration-
free rung on cosmological 
distance ladder 

• Explain cosmic abundance of 
heavy elements – “bling nova”

• Explain nature of short GRBs 

• …and (uh oh): challenge 
whether stellar BBHs are truly 
barren of matter!

Understanding the full astrophysical 
richness of compact binaries will take not 
just LIGO, but the broad astronomy 
community across many wavelengths!



DIGGING UP FOSSILS OF NEUTRON 
STAR MERGERS in our own backyard

 

 
Figure 2: Chemical abundances of stars in Reticulum II. 
Panels a-b: Abundances of neutron-capture elements Ba and Eu for stars in Ret II (large red 
points) compared to halo stars23 (small gray points) and UFD stars in Segue 1, Hercules, Leo IV, 
Segue 2, Canes Venatici II, Bootes I, Bootes II, Ursa Major II, and Coma Berenices (medium 
colored points, see references in refs. [11,14,15]). Arrows denote upper limits. The notation 
[A/B] = log10(NA /NB) – log10(NA/NB)sun quantifies the logarithmic number ratio between two 
elements relative to the solar ratio. The [Eu/Fe] ratios of the Ret II stars are comparable to the 
most r-process enhanced halo stars known. All other UFDs have very low neutron-capture 
abundances.  
Panel c: Neutron-capture abundance patterns of elements in the main r-process for the four 
brightest Eu-enhanced stars in Ret II compared to the scaled solar r and s process patterns9 
(purple and yellow lines, respectively). Solar abundance patterns are scaled to Ba. Each star’s 
abundances are offset by multiples of 5. All four stars clearly match the universal r-process 
pattern. The [Eu/Ba] ratios for the three fainter stars are also consistent with the universal r-
process pattern. We used spectrum synthesis to derive abundances of Ba, La, Pr, and Eu. Other 
neutron-capture element abundances were determined using equivalent widths of unblended 
lines. Error bars indicate the larger of 1) the standard deviation of abundances derived from 
individual lines accounting for small-number statistics; and 2) the total [Fe/H] error (including 
stellar parameter uncertainties). Stellar parameter uncertainties for Teff, log g, and 
microturbulence were 150K, 0.3 dex, and 0.15 km s-1 respectively. For the 7th and 9th stars in 
Table 1, the temperature errors were 200K due to low signal-to-noise and few iron lines. !

Ji+ 2016

significance level of this result is not very high at ∼ 94%8 while
the estimated excess is also quite modest, i.e., of order of 4
objects.
Having established a possible connection between the

Magellanic Clouds and the DES satellites, we study the
distribution of the new objects in the plane of the LMC’s orbit.
Figure 20 shows the MW satellites (GCs, dwarfs and DES
satellites) projected onto the plane defined by the vector of the
LMC’s velocity as given in Kallivayalil et al. (2013).9 We also
show the forward- and backward-integrated orbits of the LMC
in two MW potentials with different DM halo concentrations
(c = 10 and c = 25). Colored regions correspond to the
fraction of the Galactic volume covered by the SDSS, VST
ATLAS and DES surveys as projected onto the LMC’s orbital
plane. The three slightly over-lapping surveys have together
covered a large portion of the sky. However, some lacunae still
remain, most notably directly in front of the LMC-SMC pair as
judged by the vector of the LMC motion (black arrow). As
expected, the DES satellites bunch tightly outside the SMC’s
orbit. However, while the objects have similar in-plane
coordinates, not all of our satellites actually lie close to the
orbital plane of the LMC. The distance from the LMC’s orbital
plane is shown in Figure 21. Only, Reticulum 2, Horologium 1
and Eridanus 3 have small heights above the plane ∣ ∣ <z 10LMC
kpc. The distribution of the other six objects do not show any
strong alignment with the LMC’s orbit.
The accretion of the Magellanic system has left behind a trail

of neutral hydrogen. Figure 22 compares the positions of the
DES satellites to the distribution of HI in the Magellanic
Stream as traced by Putman et al. (2003). Curiously, the DES
satellites seem to avoid the high column density portions of the
stream. The spatially distinct behavior of the gas and the stars is

Figure 19. Distance to the Galactic center as a function of the distance to the
LMC. The symbols follow the same scheme as in Figure 18. The blue-white
2D histogram in the background gives the expected density of objects assuming
isothropic distribution on the sky (see text for more details). The red dashed
line defines the “zone of influence” of LMC. The inset shows the distribution of
the number of objects inside the zone of influence as predicted by reshuffling
the position vectors of the known satellites. The red solid line in the inset
shows the actual number of satellites in the “zone of influence” of LMC. We
conclude that the detected objects constitute an overdensity around the LMC
with a significance of 94%.

Figure 20. Distribution of the MW satellites in the orbital plane of the LMC.
The symbols are assigned following the convention described in Figure 18.
Colored 2D histograms reflect the projection of the surveyed volume of SDSS
(blue), VST ATLAS (green), and DES (lilac), with darker shades indicating
nearly complete coverage of the volume out to 250 kpc. Arrow shows the
direction of the LMC’s motion as measured by Kallivayalil et al. (2013). Four
LMC orbits are shown: two integrated forward in time and two backward in
time for two different MW potential, one with a DM halo with concentration
c = 10 and one with c = 24.

Figure 21. Distance from the LMC orbital plane ∣ ∣ZLMC as a function of the
distance from the center of the LMC. Symbols are assigned as before, albeit the
MW globular clusters are gray to aid clarity. Only three of nine new satellites
show alignment with the LMC’s orbital plane. These are Reticulum 2,
Horologium 1, and Eridanus 3.

8 The boundary in the RLMC versus RGC space used for the test is chosen to be
as simple as possible to avoid artificially inflating the p-value.
9 The transformation from the Galactocentric coordinates (X, Y, Z) (Xis
positive toward the Galactic anticenter) to X Y Z, ,LMC LMC LMC shown in Figures
20 and 21 is defined by = − +X X Y Z0.10490391 0.99448236 0LMC ;

= + +Y X Y Z0.14676983 0.015482154 0.98904950LMC ;
= − − +Z X Y Z0.98359229 0.10375516 0.14758415LMC .
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Ultra-faint dwarf galaxy Reticulum II discovered by Dark Energy Survey, 
has 2–3 orders of magnitude higher abundances of r-process elements 
than other MW satellites → evidence for a single r-process 
enrichment event

http://arxiv.org/abs/1512.01558


TO FIND NEUTRON STAR MERGERS, 
look no further than the sea

• Concentration of 244Pu in deep-sea 
sedimentary rock 

• Half-life = 85 My, so no active 
contribution from solar system 

• Lower concentration than expected 
for r-process dominated by 
supernovae (Wallner+ 2015) 

• Low-rate, high-yield process preferred 
over high-rate, low-yield process → 
NS binaries (Hotokezaka+ 2015)

Wallner+ 2015

http://adsabs.harvard.edu/abs/2015NatCo...6E5956W
http://arxiv.org/abs/1512.01558v2
http://adsabs.harvard.edu/abs/2015NatCo...6E5956W
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25 observing teams (+LIGO, 
Virgo), 1551 authors
unprecedented: broke ApJL author portal!

ASKAP, LOFAR, MWA, Fermi/GBM, Fermi/LAT, 
INTEGRAL, IPN, Swift, MAXI, BOOTES, MASTER, Pi of 
the Sky, DES/DECam, INAF/GRAWITA, iPTF, J-GEM/
KWFC, La Silla–QUEST, Liverpool Telescope, PESSTO, 
Pan-STARRS, SkyMapper, TAROT, Zadko, TOROS, 
VISTA



SELECTED HIGHLIGHTS from O1 
localization + follow-up campaign

• Prompt, accurate localization of the first LIGO signal  
(although LIGO/Virgo alert sent two days late) 

• Possible 𝛾-ray transient (Fermi GBM, though not seen by INTEGRAL SPI-ACS) 
Connaughton+ 2016, Savchenko+ 2016 

• Follow-up of nearby galaxies with Swift XRT 
Evans, Kennea, Barthelmey+ 2016 

• DECam search for failed missing supergiants/failed SN in LMC 
Annis+ 2016 

• Keck spectroscopy of iPTF candidates <1 hr after discovery images; 
superluminous supernova discovered in iPTF follow-up 
Kasliwal, Cenko, Singer+ 2016 

• DECam (Soares-Santos+), AGILE (Tavani+), XMM (Troja+), Fermi LAT (LAT Collab.), 
Pan-STARRS/PESSTO (Smartt+), Subara+HSC

http://arxiv.org/abs/1602.03920
http://arxiv.org/abs/1602.04180
http://arxiv.org/abs/1602.03868
https://arxiv.org/abs/1602.04199
http://arxiv.org/abs/1602.08764
https://arxiv.org/abs/1602.04198
http://arxiv.org/abs/1604.00955v2
http://arxiv.org/abs/1603.06585
http://arxiv.org/abs/1602.04488
http://arxiv.org/abs/1602.04156


GW FOLLOW-UP WITH LARGE 
SYNOPTIC SURVEY INSTRUMENTS

localization of 50% and 90% confidence regions encompassing
about 100 and 310 deg2, respectively.

Our first observations with DECam took place on 2015
September 18 UT. Overall, we imaged 102 deg2, covering 38%
of the total probability in the initial cWB map; see Table 1 for a
summary of our DECam observations. As shown in Figure 1,
18 deg2 were centered on the Large Magellanic Cloud (LMC).
For the remaining 84 deg2 we obtained 3 separate epochs of
imaging. At each epoch we acquired one 90 s exposure in the i
band and two 90 s exposures in the z band. The first epoch
spanned 4–5 days post-GW trigger (2015 September 18–19
UT), the second epoch spanned 7 days post-GW trigger (2015
September 21 UT), and the third was obtained 24 days post-
GW trigger (2015 October 08 UT).

Subsequently, in 2016 January, the LVC released a revised
sky map of localization probabilities from a LALInference
analysis (GCN circular #18858, Singer 2016). That analysis
used the assumption that the signal arises from a compact
binary coalescence. It also showed that the data are most
consistent with models of a binary black hole merger (BBH).
The LALInference-based map is considered the most accurate
and authoritative localization for this event. Our 102 deg2 cover
a total of 11% probability in this new map, as the localization
region has shifted significantly southward (see Figure 1)
relative to the initial cWB map.
Our single-epoch exposures achieve median 5σ point-source

limiting magnitudes of i = 22.5 and z = 21.8, with an rms
variation among the images of ±0.5 mag. This value is a

Table 1
Summary of Observations

Program Night MJD Δta á ñPSF FWHM i( ) á ñairmass á ñdepthi á ñdepthz Aeff
b

(UT) (days) (arcsec) (mag) (mag) (deg2)

Main, 1st epoch 2015 Sep 18 57383 3.88 1.38 1.50 22.71 22.00 52.8
2015 Sep 19 57384 4.97 1.35 1.46 22.82 22.12 14.4

Main, 2nd epoch 2015 Sep 21 57286 6.86 2.17 1.51 22.18 21.48 67.2
Main, 3rd epoch 2015 Oct 08 57303 23.84 1.46 1.40 22.33 21.63 67.2
LMC, initial 2015 Sep 18 57383 3.98 1.14 1.30 21.32 20.62 14.4
LMC, extension 2015 Sep 27 57292 12.96 1.21 1.28 20.91 20.21 33.6

Notes. Summary of the observations performed in the “main” search program, described in this paper, and the “LMC” program, described in the companion paper
Annis et al. (2016). We observed at high airmass because the region of interest was rising at the end of the night. The PSF FWHM, and therefore the actual depth
achieved, are partly affected by these high airmass conditions. The reported depth corresponds to 5σ point-source detection in the search images. Variations in cloud
conditions are also responsible for the variation in depth. The effective area imaged in the main program corresponds to 28 camera fields. The area covered in the LMC
program totaled 20 fields.
a Time elapsed between the trigger time and the time stamp of the first image of the night.
b Effective area imaged, considering that approximately 20% of the 3 deg2 field of view of DECam is lost due to chip gaps (10%), 3 dead CCDs (5%) and masked
edge pixels (5%).

Figure 1. The color image shows the estimated limiting point-source magnitude for a 90 s i band exposure as a function of sky position for our first night of DECam
observations just before sunrise. In this area and for this time of night, the variations are mostly due to interstellar dust extinction. The dotted contours show the initial
(2015 September) skyprobcc_cWB_complete map, while the solid contours are for the final (2016 January) LALInference_skymap. There is an island of
significant probability in the Northern hemisphere in the skyprobcc_cWB_complete map that is not present in the LALInference_skymap, so the dotted
contours do not show the complete 50% or 90% areas. The hexagonal DECam fields observed are shown, with red for the main search and orange for the short
exposure LMC data. Fields located on the west (left) side of the region of interest overlap with the DES area (footprint boundary shown in light-gold). The excluded
region (dark gray) is beyond the horizon limit that could be observed with DECam at that time. The total area inside the camera pointings is about 102 deg2. We
covered about 11% of the total localization probability in the final map, and 38% of the initial map. The projection shown is an equal-area McBryde-Thomas flat-polar
quartic projection.
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5.1. Constructing an LMC Red Supergiant Catalog

We construct a catalog of luminous red supergiants in the
LMC following a similar analysis to that of González-
Fernández et al. (2015). We begin with the 2MASS point-
source catalog within 3°.5 from a d = -, 79.5, 68.8 and apply
the following selection criteria:

1. -K 9 mag, - >J K 0.9( ) mag;
2. the pseudo-color cut of . .q0.1 0.4,

where º - - -q J H H K1.8( ) ( );
3. < <: :L L L10 105 6 ; and
4. reject stars that have proper motions of

m m+ > 6ra
2

dec
2 mas yr−1 with m m+ >ra

2
dec
2

s s+3 ra
2

dec
2 in the NOMAD catalog (Zacharias

et al. 2004).

The bolometric luminosity cut calculation follows Neugent
et al. (2012), namely, the -J K( ) color is used to estimate the
effective temperature, and the effective temperature is in turn
used to calculate the bolometric correction.

This process yields 152 red supergiant candidates. This is
smaller than the number of supergiants in either the catalogs of
Neugent et al. (2012) or González-Fernández et al. (2015) as
these studies go to much lower luminosities than we are
concerned with here. This is evident from Figure 2. The
highest-luminosity candidates are likely all MW stars; the
Neugent et al. data show that 90% of their candidates at <K 7
were MW stars. As we aim for completeness, we find this
acceptable. In Figure 3, the candidate supergiants are shown
overlaid on a stellar density map of the LMC.

6. OTHER FAILED SUPERNOVA PROGENITORS

The red supergiant catalog has the advantage of being well
defined and motivated by observational evidence, but it does
have uncertainties. These include the calculation of the 105 :L
limit and model uncertainties when mapping the mass to
luminosity.

There are more profound uncertainties in the theory. The
current theoretical models of core-collapsing stars either have
islands of core collapse to black holes at ∼20M: and ∼40M:
(O’Connor & Ott 2011; Pejcha & Thompson 2015) or have
most stars above ∼20M: core collapsing to black holes
(Sukhbold et al. 2016), though examples of core collapse to
black holes occur throughout the range 15 :M –120 :M in the
latter study.58 The lack of explosion depends on many
parameters, notably metallicity (Pejcha & Thompson 2015),
as the LMC averages half solar metallicity. In theory, a direct

Table 1
Predicted Optical Signatures of a Failed Supernova in the LMC

i -g i( ) K -J K( ) Timescale

Supergiants 8.0–11.5 1.5–2.3 6.0–8.0 0.9–1.4 ?1 year
Disappearance K K K K 1–100 days
Nadezhina ∼6.7–9.3 1.5 ∼4.6–7.1 0.9 ∼1 year
Shock breakoutb ∼5.1–7.6 ∼0.2 ∼4.6–7.1 ∼0.07 ∼1 week

Notes.
a Assuming a supergiant-like spectrum.
b Assuming a blackbody spectrum.

Figure 2. 2MASS J − K vs. K diagram for the Neugent et al. (2012) yellow
supergiants (yellow circles) and red supergiants (red circles), González-
Fernández et al. (2015) red supergiants (purple diamonds), and the 152
supergiant candidates found here (white circles). For our candidates, the
uncertainties in both -J K( ) and K are plotted; for K they are smaller than the
symbols. The line shows the dividing line for 105 :L .

Figure 3. Map of the logarithm of 2MASS J-band star counts around the LMC
with the LIGO localization contours shown in white. The DECam i-band
images are shown as orange camera outlines; some of the z-band images are
offset from these. The white points are the luminous red supergiant catalog
developed in this Letter, with those marked red not having a visual inspection.
Eight are outside our imaging area. The four remaining fell into chip gaps and/
or on bad CCDs.58 Throughout this Letter, masses quoted are zero-age main-sequence masses.
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for the counterpart of GW150914 are as follows, and these could
be applied to any counterpart search that returns a null result.

(i) The EM counterpart was outside our survey region. This is
probable, given the total probability we covered from the LIGO sky
maps is only 4.2 per cent. The original sky map released implied we
were covering around 30 per cent with our pointings. In this case
there is little we can add, as the southern sky localization region is
significantly favoured.

(ii) The EM counterpart was in our survey region, but fell below
the limits. In this case, the sensitivity limits from the model tran-
sients with three example time-scales set useful targets (in terms of
luminosity and time-scale) to aim for in future searches.

(iii) The EM counterpart to GW150914 was detected as one of
the 56 transients but we do not recognize it as causally linked.
This seems unlikely, but it is not ruled out. It maybe that one of
the fainter transients discovered in the time window of >24 d after
GW150914 is associated and that without a confirming spectrum, or
detailed light curve no useful discrimination from the SN population
is possible. Future surveys of GW localization regions must still
search for known SNe that are rare by volume (or sky area) but are
habitually found in the GW regions.

Given the above, the only possibility for improvement (and in-
creasing the probability of detection of a GW counterpart) is to
survey the regions rapidly and continuously and be as spectroscop-
ically complete as possible. A reasonable question then is could
survey strategies be adjusted to make use of redshift and flux infor-
mation of the host galaxy population as suggested by, for example
White et al. (2011) and more recently Gehrels et al. (2016).

6.2 Using galaxy catalogues with spectroscopic
and photometric redshifts

The use of galaxy catalogues to pick potential host galaxies within
the sky localization region has the advantage that larger aperture
telescopes, with smaller FOV cameras, can focus on these targets
and produce significantly deeper images than 0.4–2 m telescopes
that aim to map the sky region. The bar to this has been the com-
monly known problem of the incompleteness of galaxy catalogues
beyond distances of ∼100 Mpc (z ∼ 0.025). Our search provides
a useful practical example to investigate if galaxy targeting from
catalogued sources would be useful in the case of GW150914.
In Fig. 10, we show the known galaxy catalogue within the sky
localization region for GW150914 and the inhomogeneity is im-
mediately obvious. The northern region is dominated by galaxy
counts from SDSS and regions of high density are visible as the
COSMOS (Scoville et al. 2007) Las Campanas Redshift Survey
(LCRS; Shectman et al. 1996) and WIde-field Nearby Galaxy-
cluster Survey (WINGS; Fasano et al. 2006). Such structure has
been illustrated by Gehrels et al. (2016) in the ‘Census of the Local
Universe’ (CLU) catalogue that they present, which is a union of
existing catalogues. The CLU aims to catalogue all galaxies with
L > L∗

B, where L∗
B = (1.2 ± 0.1) × 1010 h−2 LB, ⊙ (which corre-

sponds to M∗
B = −20.5 for h = 0.7). For comparison, the Milky Way

galaxy is estimated at MB = −20.4, therefore the CLU is aiming
at galaxies with masses larger than the Milky Way within a radius
of about 200 Mpc. While Gehrels et al. (2016) show that selecting
these high-mass galaxies from the union of existing catalogues pro-
duces a reasonably encouraging large-scale structure pattern (their
fig. 1), we illustrate here that for GW150914 such a galaxy tar-
geted strategy would be rather incomplete. This stems mostly from
the fact that the distance to GW150914 z ∼ 0.1 (or 400 Mpc) is

Figure 10. Catalogued galaxies in NED which have a spectroscopic redshift
z ≤ 0.15 and also lie within the PS1 survey area. The green circles are the
same as in Fig. 1 and show the PS1 pointings. The red dots are all galaxies
which have a catalogued spectroscopic redshift that is z < 0.15. The sharp
drop in the galaxy density below δ ≃ −2 is due the boundary of the SDSS
DR12 survey footprint. The smaller area surveys labelled are described in
the text.

Figure 11. Histogram of galaxy counts per square degree within the SDSS
DR12 footprint (blue) and outside SDSS DR12. All galaxies included in this
plot have a spectroscopic redshift. The dotted redline plots the volume of the
Universe as a function of redshift. It is scaled arbitrarily to approximately
match the galaxy counts in SDSS at 0.02 < z < 0.03, and illustrates that
within SDSS the galaxy completeness falls off at ∼0.07. Outside SDSS,
current catalogues are incomplete beyond z ∼ 0.03 or about 100 Mpc.

much larger than expected for the first LIGO/Virgo bursts up to
now (z ! 0.05, or 200 Mpc). However even at 200 Mpc, the CLU
of Gehrels et al. (2016) drops to below 40 per cent completeness.
The severe incompleteness of current galaxy catalogues, with spec-
troscopic redshifts, is highlighted in our Figs 10 and 11. For this
we selected all galaxies within NED with a spectroscopic redshift
within the PS1 footprints (Fig. 10), then we selected a region within
the SDSS DR12 footprint and outside the SDSS area. The num-
ber of galaxies (with no luminosity cut-off) per square degree is
shown in Fig. 11. A simple calculation of comoving volume is plot-
ted in red, scaled arbitrarily to the galaxy counts at z ∼ 0.02. This
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2013) before EM coincidence.

5.2. E�ciency for simulated signals

The e�ciency of the EM pipelines to our standard-
candle signal injections is shown in figure 15. The e�-
ciency fractions are calculated from the end-to-end simu-
lation of a joint NS/NS inspiral signal with corresponding
prompt and afterglow EM counterpart, and the process
is triggered by a low-threshold (⇢c & 8.5) GW candidate.
The presence of a GW trigger is required, and the rep-
resented fraction does not include e�ciency factors from
the analysis of GW data itself. However, the EM follow-
up e�ciency is still generally influenced by the quality of
the GW sky localization.
GBM views the entire unocculted sky (65%) when not

in the South Atlantic Anomaly (⇠15%), and this duty-
cycle dominates the e�ciency factor out to 40 Mpc. This
is not surprising as our injeciton amplitude was chosen
to be moderately detectable at 30 Mpc (and still several
hundred times weaker than a typical sGRB).
The chance of detecting an X-ray afterglow signal with

ASM is much more variable (figure 11) due primarily to
the large variability in delay between onset of the af-
terglow and the first available measurement. The ASM
follow-up is also more sensitive to the sky localization ac-
curacy from the GW trigger due to the choice to follow-
up only the most probable 200 individual galaxy host
locations. Increased distance both increases the sky area
uncertainty (due to decreased GW SNR), and increases
the area-density of galaxies on the sky. We do not observe
ASM counterparts above threshold beyond ⇠30 Mpc.
For the X-ray burst model waveforms, longer duration
bursts (at equivalent total fluence) were relatively easier
to detect as they better matched the ASM cadence.

5.3. Discussion

In this paper, we introduced a strategy to search for
high-energy EM counterparts to GW binary colescense
events in archival satellite survey data. We designed an
end-to-end GW candidate follow-up pipeline and tested
it on a large number of background binary colescence GW
events from time-shifted initial LIGO/Virgo data during
their most recent science runs (S6/VSR2+3). The rep-
resentative noise events were subject to a fully-coherent
Bayesian parameter estimation analysis in order to ob-
tain sky and distance posterior probability distributions.
These distributions were used to obtain a set of probable
hosts from a catalog of nearby galaxies.
Two custom follow-up methods were designed to search

for both a prompt gamma-ray counterpart in o✏ine
data from the Fermi Gamma-ray Burst Monitor (GBM)
within ±30s of the GW coalesence time and consistent
with the GW sky location, as well as a generic family
of X-ray afterglow lightcurves in data from the RXTE
All-Sky Monitor (ASM) at the locations of possible host
galaxies, and parametrized by a generic broken power-
law with characteristic timescales of minutes to days.
The requirement of a GBM or ASM coincident counter-
part reduced the number of background events by fac-
tors of 10�4 and 10�3 respectively, reducing the GW
ampltiude of the loudest suriving background event by
⇠15–20%.
Both EM pipelines were tested on a set of joint GW-

EM simulated signals, where GW simulations corre-

Figure 14. Cumulative distribution of combined SNR (⇢c) for
time-shifted background events observed in GW data before and
after selection cuts are made on the requirement of an EM coinci-
dence from either GBM or ASM. An additional 10 time-shifts are
applied between GW and EM data, resolving the expected distri-
bution after coincidence to 0.1 events. The coincidence rejection
factors are ⇠10�3 and 10�4 for ASM and GBM respectively. The
corresponding loudest events are at a combined SNR of 11.0, 9.1,
and 8.1. However below a combined SNR of ⇠9, the e↵ects of
other analysis cuts take e↵ect. Additional factors of background
rejection from tighter time and sky coincidence could further dig
into the noise distribution as suggested in Camp et al. (2013),
but demonstrating that robustely would require a much larger, or
lower-threshold GW background set than was used this study.

Figure 15. Fraction of EM counterpart injections to simulated
GW triggers which pass thresholds in the EM analysis, as a func-
tion of source distance. The EM e�ciency is limited by cover-
age, EM sensitivity, and the success of GW sky localization. The
gamma-ray simulation shown is a weak prompt signal lasting 1
second with a standard-candle amplitude of 1 photon/s/cm2 in
50–300 keV at 30 Mpc, and following a normal band spectrum
according to table 2. This corresponds to a total energy release
of 6.6⇥ 1046 erg. The ASM X-ray afterglow injection represents a
typical X-ray short GRB afterglow shown in figure 6, and the X-ray
burst injections with varying durations are as shown in figure 6.

JOINT GW-
HIGH ENERGY 
SEARCHES

• Strong indirect evidence that NS binary mergers power 
most or all short, hard GRBs (Paczynski, Eichler, Narayan, 
Rezzolla, Fong, etc.) 

• GW or GRB threshold can be lowered due to reduction in 
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1. Coincidence between GW candidates and GRB (see 
A. Urban Ph.D thesis) 

2. Sub-threshold targeted searches of GW data 
triggered by GRB (notable example: GRB 051103, 
LVC+ 2012) 

3. Sub-threshold targeted searches of gamma-ray data 
triggered by LIGO (see Blackburn 2014) 

• Notable synergies with: Fermi, Swift, INTEGRAL, IPN, MAXI
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et al. 1995; Burlon et al. 2009; Troja et al. 2010), and may
originate from a less collimated emission region that is
observable even when the GRB jet is not along the line of
sight to the detector.

An all-sky search of the GBM data revealed two candidates
below a threshold of 10−4 Hz chance probability. One transient,
occurring at 09:50:56.8 (11 s after GW150914), was visible
only below 50 keV, favored the soft model spectrum, and
lasted 2 s. Using the standard GBM localization procedure, we
found a source position of R.A., decl. = 267°.7, −22°.4 with a
68% statistical uncertainty region of radius 15° and a
systematic error of around 3°, as described in Connaughton
et al. (2015). At a position in Galactic coordinates of l, b = 6°.2,
2°.4, the event is compatible with an origin near the galactic
center, well separated from and incompatible with the LIGO
localization region. It is typical of the type of soft X-ray
transient activity seen regularly in the GBM background data,
particularly from the galactic center region. We do not view
this transient event as being possibly related to GW150914 and
we will not discuss it further.

The search also identified a hard transient which began at
09:50:45.8, about 0.4 s after the reported LIGO burst trigger
time of 09:50:45.4, and lasted for about 1 s. The temporal offset
of 0.4 s is much longer than the light travel time of 2−45 ms
between Fermi and the LIGO detectors. The detector counts
best matched those predicted from a hard model spectrum. We
reported this event in Blackburn et al. (2015b); henceforth, we
call it GW150914-GBM. Figure 2 shows the model-dependent
light curve of GW150914-GBM, where the detector data have
been summed using weights that maximize the signal to noise

for a given source model, and the unknown source model itself
is weighted according to its likelihood in the data.

2.2. The Rate of Detection of Short Hard Transients
in the GBM Data

The association of a likelihood value with a FAR is based on
an analysis of two months of GBM data from 2009–2010
(Blackburn et al. 2015a). The FAR for GW150914-GBM,
10−4 Hz, is very close to the reporting threshold for the search.
The likelihood value for GW150914-GBM is much lower than
those obtained for two weak short GRBs detected by Swift that
did not cause an on board GBM trigger but were found in a
targeted search, and much higher than three weak short GRBs
that were undistinguishable above the background in the GBM
data using our targeted search (Blackburn et al. 2015a).
Because the likelihood value was so close to our reporting
threshold, we considered the possibility that the background
count rates might be higher in 2015 than when the search
criteria and FAR were evaluated, implying a higher FAR than
10−4 Hz for GW150914-GBM. We used our targeted search to
examine 240 ks of GBM data from 2015 September with
218822.1 s of GBM livetime, excluding passages of Fermi
through or close to the SAA where the detectors are turned off
or count rate increases overwhelm any attempt to fit a
reasonable background model. We find 27 events above our
threshold, for a FAR of ´ -1.2 10 4 Hz, in agreement with the
previously estimated value. The distribution of events found in
the 240 ks interval is shown in Figure 3. This gives a 90%
upper limit on the expected background of hard transients of 35
in this much livetime, or ´ -1.60 10 4 Hz.
We determine the significance of a GBM counterpart

candidate by considering both its frequency of occurrence
and its proximity to the GW trigger time. Our method,
described in Blackburn (2015) and attached as Appendix B to
this work, allows us to account for all of the search windows in

Figure 2. Model-dependent count rates detected as a function of time relative
to the start of GW150914-GBM, ∼0.4 s after the GW event. The raw count
rates are weighted and summed to maximize the signal to noise for a modeled
source. CTIME time bins are 0.256 s wide. The green data points are used in
the background fit. The gold points are the counts in the time period that shows
significant emission, the gray points are outside this time period, and the blue
point shows the 1.024 s average over the gold points. For a single spectrum and
sky location, detector counts for each energy channel are weighted according to
the modeled rate and inverse noise variance due to background. The weighted
counts from all NaI and BGO detectors are then summed to obtain a signal-to-
noise optimized light curve for that model. Each model is also assigned a
likelihood by the targeted search based on the foreground counts (in the region
of time spanned by the gold points), and this is used to marginalize the light
curve over the unknown source location and spectrum.

Figure 3. Distribution of transients identified by the targeted search pipeline in
±120 ks of GBM data surrounding GW150914. The events are between 0.256
and 8.192 s in duration and sorted by best-fit spectral type. The dotted blue line
marks the likelihood ratio assigned to nearby candidate GW150914-GBM,
while the long-tail in the blue curve (hard spectrum) represents the single on
board triggered GRB in the data sample. The green and gold curves show the
candidates that favor the other template spectra used in the search.
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disfavors low-mass clusters [151]. On the other hand, if all
merging BBHs arise from isolated binaries evolving via the
common-envelope phase, the lower limit on the merger rate
disfavors a combination of very low common envelope bind-
ing energy with a high efficiency of common envelope ejec-
tion [175] (high values of a ⇥ l , as defined in [177–179]),
or very high black hole natal kicks of several hundred km/s
[180]. However, since population synthesis studies have typ-
ically varied one parameter at a time, individual parameter
values cannot be ruled out until the full parameter space is
explored [e.g., 181]. Moreover, the parametrisations used in
existing models may not even capture the full physical uncer-
tainties [e.g., 182, 183].

It is likely, however, that multiple formation channels are
in operation simultaneously, and GW150914, LVT151012,
and GW151226 could have been formed through different
channels or in different environments. A lower limit on the
merger rate cannot be used to rule out evolutionary parame-
ters if multiple channels contribute. Future observations will
be required to test whether binaries can be classified into dis-
tinct clusters arising from different formation channels [184],
or to compare the population to specific evolutionary models
[185–188]. Such observations will make it possible to further
probe the underlying mass distribution of merging BBHs and
the dependence of the merger rate on redshift. Meanwhile,
space-borne detectors such as eLISA could observe heavy
BBHs several years before merger; multi-spectrum observa-
tions with ground-based and space-borne observatories would
aid in measuring binary parameters, including location, and
determining the formation channel by measuring the eccen-
tricity at lower frequencies [189–191].

We can use the inferred rates to estimate the number of
BBH mergers expected in future observing runs. We make
use of the future observing plans laid out in [128] to predict
the expected rate of signals in the second and third advanced
LIGO and Virgo observing runs. To do so, we restrict at-
tention to those signals which will be observed with a false
alarm rate smaller than 1/100yr. In the simulations used to
estimate sensitive time-volumes, 61% of the events above the
low threshold used in the PyCBC rates calculation are found
with a search false alarm rate lower than one per century. The
expected number of observed events will then scale linearly
with the sensitive time-volume hV T i of a future search. The
improvement in sensitivity in future runs will vary across the
frequency band of the detectors and will therefore have a dif-
ferent impact for binaries of different mass. For concreteness,
we use a fiducial BBH system with total mass 60M� and
mass ratio q = 1 [146], to estimate a range of sensitive time-
volumes for future observing runs. The second observing run
(O2) is anticipated to begin in late 2016 and last six months,
and the third run (O3) to begin in 2017 and last nine months.
We show the predictions for the probability of obtaining N or
more high-significance events as a function of hV T i (in units
of the time-volume surveyed during O1) in Fig. 12. Current
projections for O2 suggest that the sensitivity will be consis-
tent with the lower end of the band indicated in Figure 12.
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FIG. 12. The probability of observing N > 10, N > 35, and N > 70
highly significant events, as a function of surveyed time-volume. The
vertical line and bands show, from left to right, the expected sensitive
time-volume for the second (O2) and third (O3) advanced detector
observing runs.

VIII. CONCLUSION

During its first observing run Advanced LIGO has observed
gravitational waves from the coalescence of two stellar-mass
BBHs GW150914 and GW151226 with a third candidate
LVT151012 also likely to be a BBH system. Our mod-
eled binary coalescence search detects both GW150914 and
GW151226 with a significance of greater than 5.3s , while
LVT151012 is found with a significance 1.7s . The compo-
nent masses of these systems span a range from the heav-
iest black hole in GW150914 with a mass of 36.2+5.2

�3.8M�,
to 7.5+2.3

�2.3M�, the lightest black hole of GW151226. The
spins of the individual coalescing black holes are weakly con-
strained, but we can rule out two non-spinning components
for GW151226 at 99% credible level. All our observations are
consistent with the predictions of general relativity, and the fi-
nal black holes formed after merger are all predicted to have
high spin values with masses that are larger than any black
hole measured in x-ray binaries. The inferred rate of BBH
mergers based on our observations is 9–240Gpc�3 yr�1which
gives confidence that future observing runs will observe many
more BBHs.
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The rates presented here are consistent with the theo-
retical expectations detailed in Abadie et al. (2010), but
rule out the lowest theoretically-allowed rates. See Ab-
bott et al. (2016a) for a detailed discussion of the impli-
cations of our rate estimates for models of the binary BH
population.

GW150914 is unusually significant; only ⇠ 8% of the
astrophysical distribution of sources appearing in our
search with a threshold at FARs of one per century will
be more significant than GW150914. However, it is not
so significant as to call into question the assumption used
here that BBH coalescences are distributed uniformly
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Cultura i Universitats of the Govern de les Illes Balears,
the National Science Centre of Poland, the European
Commission, the Royal Society, the Scottish Funding
Council, the Scottish Universities Physics Alliance, the
Hungarian Scientific Research Fund (OTKA), the Lyon
Institute of Origins (LIO), the National Research Foun-
dation of Korea, Industry Canada and the Province of
Ontario through the Ministry of Economic Development
and Innovation, the Natural Science and Engineering Re-
search Council Canada, Canadian Institute for Advanced
Research, the Brazilian Ministry of Science, Technology,
and Innovation, Russian Foundation for Basic Research,
the Leverhulme Trust, the Research Corporation, Min-

Based on all O1 events. 
LVC 2016, arXiv:1606.04856

Based on GW150914 alone. 
LVC 2016, PRL, arXiv:1602.03842

WHERE WE WILL GO IN O2

https://arxiv.org/abs/1606.04856
http://arxiv.org/abs/1602.03842


16

15

disfavors low-mass clusters [151]. On the other hand, if all
merging BBHs arise from isolated binaries evolving via the
common-envelope phase, the lower limit on the merger rate
disfavors a combination of very low common envelope bind-
ing energy with a high efficiency of common envelope ejec-
tion [175] (high values of a ⇥ l , as defined in [177–179]),
or very high black hole natal kicks of several hundred km/s
[180]. However, since population synthesis studies have typ-
ically varied one parameter at a time, individual parameter
values cannot be ruled out until the full parameter space is
explored [e.g., 181]. Moreover, the parametrisations used in
existing models may not even capture the full physical uncer-
tainties [e.g., 182, 183].

It is likely, however, that multiple formation channels are
in operation simultaneously, and GW150914, LVT151012,
and GW151226 could have been formed through different
channels or in different environments. A lower limit on the
merger rate cannot be used to rule out evolutionary parame-
ters if multiple channels contribute. Future observations will
be required to test whether binaries can be classified into dis-
tinct clusters arising from different formation channels [184],
or to compare the population to specific evolutionary models
[185–188]. Such observations will make it possible to further
probe the underlying mass distribution of merging BBHs and
the dependence of the merger rate on redshift. Meanwhile,
space-borne detectors such as eLISA could observe heavy
BBHs several years before merger; multi-spectrum observa-
tions with ground-based and space-borne observatories would
aid in measuring binary parameters, including location, and
determining the formation channel by measuring the eccen-
tricity at lower frequencies [189–191].

We can use the inferred rates to estimate the number of
BBH mergers expected in future observing runs. We make
use of the future observing plans laid out in [128] to predict
the expected rate of signals in the second and third advanced
LIGO and Virgo observing runs. To do so, we restrict at-
tention to those signals which will be observed with a false
alarm rate smaller than 1/100yr. In the simulations used to
estimate sensitive time-volumes, 61% of the events above the
low threshold used in the PyCBC rates calculation are found
with a search false alarm rate lower than one per century. The
expected number of observed events will then scale linearly
with the sensitive time-volume hV T i of a future search. The
improvement in sensitivity in future runs will vary across the
frequency band of the detectors and will therefore have a dif-
ferent impact for binaries of different mass. For concreteness,
we use a fiducial BBH system with total mass 60M� and
mass ratio q = 1 [146], to estimate a range of sensitive time-
volumes for future observing runs. The second observing run
(O2) is anticipated to begin in late 2016 and last six months,
and the third run (O3) to begin in 2017 and last nine months.
We show the predictions for the probability of obtaining N or
more high-significance events as a function of hV T i (in units
of the time-volume surveyed during O1) in Fig. 12. Current
projections for O2 suggest that the sensitivity will be consis-
tent with the lower end of the band indicated in Figure 12.
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FIG. 12. The probability of observing N > 10, N > 35, and N > 70
highly significant events, as a function of surveyed time-volume. The
vertical line and bands show, from left to right, the expected sensitive
time-volume for the second (O2) and third (O3) advanced detector
observing runs.

VIII. CONCLUSION

During its first observing run Advanced LIGO has observed
gravitational waves from the coalescence of two stellar-mass
BBHs GW150914 and GW151226 with a third candidate
LVT151012 also likely to be a BBH system. Our mod-
eled binary coalescence search detects both GW150914 and
GW151226 with a significance of greater than 5.3s , while
LVT151012 is found with a significance 1.7s . The compo-
nent masses of these systems span a range from the heav-
iest black hole in GW150914 with a mass of 36.2+5.2

�3.8M�,
to 7.5+2.3

�2.3M�, the lightest black hole of GW151226. The
spins of the individual coalescing black holes are weakly con-
strained, but we can rule out two non-spinning components
for GW151226 at 99% credible level. All our observations are
consistent with the predictions of general relativity, and the fi-
nal black holes formed after merger are all predicted to have
high spin values with masses that are larger than any black
hole measured in x-ray binaries. The inferred rate of BBH
mergers based on our observations is 9–240Gpc�3 yr�1which
gives confidence that future observing runs will observe many
more BBHs.
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so significant as to call into question the assumption used
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Based on all O1 events. 
LVC 2016, arXiv:1606.04856

Based on GW150914 alone. 
LVC 2016, PRL, arXiv:1602.03842

• Based on O1: 
~10 BBHs by O2, ~100 by O3 (!!) 

• Both distinctive single-object analysis 
and population statistics  
 
→ History of stellar BH masses and spins 
through cosmic time

• Even more exciting: 
more highly asymmetric masses, spin 
precession, binary neutron star and 
neutron star–black hole mergers 

• An alert every 1–2 weeks 
 
→ Alerts with distance and GW 
classification must go out within half an 
hour (~1 minute, with more practice!)

WHERE WE WILL GO IN O2
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http://arxiv.org/abs/1602.03842
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We anticipate neutron star 
binary detections or 
astrophysically interesting 
rate constraints by O2/O3. 

We expect routine O(10-100) 
deg2 or less once Advanced 
Virgo ramps up (maybe as 
early as late O2).

22 Abbott, B. P. et al. (The LIGO Scientific Collaboration and the Virgo Collaboration)

Table 1: Summary of a plausible observing schedule, expected sensitivities, and source localization with
the advanced LIGO and Virgo detectors, which will be strongly dependent on the detectors’ commissioning
progress. The burst ranges assume standard-candle emission of 10�2 M�c

2 in gravitational waves at 150 Hz
and scale as E1/2

GW, so it is greater for more energetic sources (such as binary black holes). The binary
neutron-star (BNS) localization is characterized by the size of the 90% credible region (CR) and the
searched area. For 2015 – 2016 and 2016 – 2017, these have been calculated from parameter-estimation
studies (neglecting detector calibration uncertainty) [31, 99] using LALInference [110]. The CRs for
subsequent periods are estimated from timing triangulation (highlighted by italics), which is known to
provide estimates on average a factor of ⇠ 4 too large for a three-detector network [60, 31], hence these
serve as a conservative bound. Both ranges as well as the BNS timing-triangulation localizations reflect the
uncertainty in the detector noise spectra shown in Figure 1. Di↵erences in the shape of the detector noise
curves and also relative sensitivities between detectors have an e↵ect on the localization areas. The BNS
detection numbers also account for the uncertainty in the BNS source rate density [13]. BNS detection
numbers and localization estimates are computed assuming a signal-to-noise ratio greater than 12. Burst
localizations are expected to be broadly similar to those derived from timing triangulation, but vary
depending on the signal bandwidth; the median burst searched area (with a false alarm rate of ⇠ 1 yr�1)
may be a factor of ⇠ 2 – 3 larger than the values quoted for BNS signals [51]. No burst detection numbers
are given, since the source rates are currently unknown. Localization and detection numbers assume an
80% duty cycle for each instrument.

Epoch 2015 – 2016 2016 – 2017 2017 – 2018 2019+ 2022+ (India)

Estimated run duration 4 months 6 months 9 months (per year) (per year)

Burst range/Mpc
LIGO 40 – 60 60 – 75 75 – 90 105 105
Virgo — 20 – 40 40 – 50 40 – 80 80

BNS range/Mpc
LIGO 40 – 80 80 – 120 120 – 170 200 200
Virgo — 20 – 60 60 – 85 65 – 115 130

Estimated BNS detections 0.0005 – 4 0.006 – 20 0.04 – 100 0.2 – 200 0.4 – 400

90% CR
% within

5 deg2 < 1 2 > 1 – 2 > 3 – 8 > 20

20 deg2 < 1 14 > 10 > 8 – 30 > 50

median/deg2 480 230 — — —

searched area
% within

5 deg2 6 20 — — —
20 deg2 16 44 — — —

median/deg2 88 29 — — —
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BNS ranges for the various stages of aLIGO and AdV expected evolution are also provided in
Figure 1.
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Figure 1: aLIGO (left) and AdV (right) target strain sensitivity as a function of frequency. The binary
neutron-star (BNS) range, the average distance to which these signals could be detected, is given in
megaparsec. Current notions of the progression of sensitivity are given for early, mid and late commissioning
phases, as well as the final design sensitivity target and the BNS-optimized sensitivity. While both dates
and sensitivity curves are subject to change, the overall progression represents our best current estimates.

The commissioning of aLIGO is well under way. The original plan called for three identical
4-km interferometers, two at Hanford (H1 and H2) and one at Livingston (L1). In 2011, the LIGO
Lab and IndIGO consortium in India proposed installing one of the aLIGO Hanford detectors (H2)
at a new observatory in India (LIGO-India) [64]. As of early 2015, LIGO Laboratory has placed
the H2 interferometer in long-term storage for possible use in India. Funding for the Indian portion
of LIGO-India is in the final stages of consideration by the Indian government.

Advanced LIGO detectors began taking sensitive data in August 2015 in preparation for the
first observing run. O1 formally began 18 September 2015 and ended 12 January 2016. It involved
the H1 and L1 detectors; the detectors were not at full design sensitivity. We aimed for a BNS
range of 40 – 80 Mpc for both instruments (see Figure 1), and both instruments were running with a
60 – 80 Mpc range. Subsequent observing runs will have increasing duration and sensitivity. We aim
for a BNS range of 80 – 170 Mpc over 2016 – 2018, with observing runs of several months. Assuming
that no unexpected obstacles are encountered, the aLIGO detectors are expected to achieve a
200 Mpc BNS range circa 2019. After the first observing runs, circa 2020, it might be desirable to
optimize the detector sensitivity for a specific class of astrophysical signals, such as BNSs. The BNS
range may then become 215 Mpc. The sensitivity for each of these stages is shown in Figure 1.

As a consequence of the planning for the installation of one of the LIGO detectors in India, the
installation of the H2 detector has been deferred. This detector will be reconfigured to be identical
to H1 and L1 and will be installed in India once the LIGO-India Observatory is complete. The final
schedule will be adopted once final funding approvals are granted. If project approval comes soon,
site development could start in 2016, with installation of the detector beginning in 2020. Following
this scenario, the first observing runs could come circa 2022, and design sensitivity at the same
level as the H1 and L1 detectors is anticipated for no earlier than 2024.

The time-line for the AdV interferometer (V1) [23] is still being defined, but it is anticipated
that in 2016 AdV will join the aLIGO detectors in their second observing run (O2). Following an
early step with sensitivity corresponding to a BNS range of 20 – 60 Mpc, commissioning is expected
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BNS ranges for the various stages of aLIGO and AdV expected evolution are also provided in
Figure 1.
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Figure 1: aLIGO (left) and AdV (right) target strain sensitivity as a function of frequency. The binary
neutron-star (BNS) range, the average distance to which these signals could be detected, is given in
megaparsec. Current notions of the progression of sensitivity are given for early, mid and late commissioning
phases, as well as the final design sensitivity target and the BNS-optimized sensitivity. While both dates
and sensitivity curves are subject to change, the overall progression represents our best current estimates.

The commissioning of aLIGO is well under way. The original plan called for three identical
4-km interferometers, two at Hanford (H1 and H2) and one at Livingston (L1). In 2011, the LIGO
Lab and IndIGO consortium in India proposed installing one of the aLIGO Hanford detectors (H2)
at a new observatory in India (LIGO-India) [64]. As of early 2015, LIGO Laboratory has placed
the H2 interferometer in long-term storage for possible use in India. Funding for the Indian portion
of LIGO-India is in the final stages of consideration by the Indian government.

Advanced LIGO detectors began taking sensitive data in August 2015 in preparation for the
first observing run. O1 formally began 18 September 2015 and ended 12 January 2016. It involved
the H1 and L1 detectors; the detectors were not at full design sensitivity. We aimed for a BNS
range of 40 – 80 Mpc for both instruments (see Figure 1), and both instruments were running with a
60 – 80 Mpc range. Subsequent observing runs will have increasing duration and sensitivity. We aim
for a BNS range of 80 – 170 Mpc over 2016 – 2018, with observing runs of several months. Assuming
that no unexpected obstacles are encountered, the aLIGO detectors are expected to achieve a
200 Mpc BNS range circa 2019. After the first observing runs, circa 2020, it might be desirable to
optimize the detector sensitivity for a specific class of astrophysical signals, such as BNSs. The BNS
range may then become 215 Mpc. The sensitivity for each of these stages is shown in Figure 1.

As a consequence of the planning for the installation of one of the LIGO detectors in India, the
installation of the H2 detector has been deferred. This detector will be reconfigured to be identical
to H1 and L1 and will be installed in India once the LIGO-India Observatory is complete. The final
schedule will be adopted once final funding approvals are granted. If project approval comes soon,
site development could start in 2016, with installation of the detector beginning in 2020. Following
this scenario, the first observing runs could come circa 2022, and design sensitivity at the same
level as the H1 and L1 detectors is anticipated for no earlier than 2024.

The time-line for the AdV interferometer (V1) [23] is still being defined, but it is anticipated
that in 2016 AdV will join the aLIGO detectors in their second observing run (O2). Following an
early step with sensitivity corresponding to a BNS range of 20 – 60 Mpc, commissioning is expected
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SCIENCE OUTREACH 
How to get started with LIGO/Virgo alerts

• Minimize surprise by 
reusing technologies 
with heritage: GCN, 
FITS, HEALPix 

• Rich sample catalogs, 
modern and simple 
toolchain (Astropy, 
Healpy, PyGCN) 

• Sample code, 
tutorials, and more

Singer+ 2014 (arXiv:1404.5623) 
Berry+ 2015 (arXiv:1411.6934) 
Essick+ 2015 (arXiv:1409.2435) 
LVC+ 2016 (arXiv:1304.0670)

http://gcn.gsfc.nasa.gov
http://fits.gsfc.nasa.gov
http://healpix.jpl.nasa.gov
http://www.astropy.org
https://pypi.python.org/pypi/healpy
https://pypi.python.org/pypi/pygcn
http://nbviewer.jupyter.org/github/lpsinger/ligo-virgo-emfollowup-tutorial/blob/master/ligo-virgo-emfollowup-tutorial.ipynb
http://arxiv.org/abs/1404.5623
http://arxiv.org/abs/1411.6934
http://arxiv.org/abs/1409.2435
https://arxiv.org/abs/1304.0670


Conclusions
• LIGO discovery firehose: expect  

O(10) GW signals by end of 2016,  
O(100) by end of 2017 

• NS binary mergers are likely around the corner: 
O(0.1–10) events possible in O2 

• Wealth of information can be learned from joint GW
+broadband EM observations

• Currently ramping up for O2: contact us to learn 
about joint GW-EM observing opportunities and MOUs
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HOW TO GET INVOLVED IN 
LIGO/VIRGO FOLLOW-UP

EM alerts during proprietary period (O1/O2)
http://www.ligo.org/scientists/GWEMalerts.php 

For inquiries
emf@ligo.org, L. Singer, P. Shawhan, M. Branchesi 

Tutorials and technical info
https://gw-astronomy.org/wiki/LV_EM/TechInfo 

LIGO open data (including sky maps)
https://losc.ligo.org/

http://www.ligo.org/scientists/GWEMalerts.php
mailto:emf@ligo.org
https://gw-astronomy.org/wiki/LV_EM/TechInfo
https://losc.ligo.org/

