
Daniel Hoak 

Dissertation Presentation - July 28 2015

Gravitational Wave Astrophysics: Instrumentation, 
Detector Characterization, and a Search for 
Gravitational Signals from Gamma-ray Bursts



2

Highlights of the Thesis

Precision measurements of optical 
cavities 

Advanced LIGO Commissioning & 
Characterization of the H1 OMC 

Novel techniques for detector 
characterization 

A search for gravitational waves 
associated with GRBs, and sky 
localization for potential GW 
signals

160 165 170 175 180 185 190 195 200 205
RA [deg]

�20

�15

�10

�5

0

5

10

D
ec

[d
eg

]

GRB Location

GBM
Localization

X-pipeline
Localization

Error

2� Containment
Distance

GBM 95%
Containment Circle

RF demodulation

Audio demodulation

Laser locking loop

Laser EOM

+

Optical Cavity

90°

90°

Photo
Detector Data Evaluation Points

Servo
Filter

Summing
Junction

Demodu-
lator90° 90° Phase

Rotator
Oscilla-

tor

Optics Express 23 (2015) 19417

Phys. Rev. D 89 (2014) 122004

Class. Quantum Gravity 34 245010 (2015),
& OMC paper in prep.



3

The Detectors: Transducers for Strain, Antennas for GWs
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To see how metric perturbations of spacetime can act as feely propagating waves, we turn to the weak-field
approximation. If we ignore higher-order terms in h, the inverse of the metric is given by:

gµ⇥ = ⇥µ⇥ � hµ⇥ (7)

If we ignore higher-order terms again in the construction of the Christoffel symbols, we have:

�⌅
µ⇥ =

1

2
⇥⌅� (⌅⇥h⇥� + ⌅⇥hµ� � ⌅�hµ⇥) (8)

Turning to the Ricci tensor, we note that the �2 terms will give rise to second-order terms in the derivative of
h, i.e. (⌅µh⇥�)

2, and so we only include the derivatives of the �’s. We are left with:

Rµ⇥ = ⌅⌅�
⌅
⇥µ � ⌅⇥�

⌅
⌅µ

=
1

2

�
⌅⌅⌅⇥h

⌅
µ + ⌅⌅⌅µh

⌅
⇥ � ⌅µ⌅⇥h

⌅
⌅ � ⌅⌅⌅

⌅hµ⇥

⇥

We define the trace of the metric perturbation h⌅
⌅ = h, and notice that the term ⌅⌅⌅⌅hµ⇥ is the D’Alembertian,

the Lorentz-invariant extension of the Laplace operator to four-dimensional spacetime. To find the curvature scalar
R we contract the Ricci tensor:

R = ⇥µ⇥Rµ⇥ =
1

2

�
⌅⌅⌅⇥h

⌅⇥ + ⌅⌅⌅µh
⌅µ � ⌅µ⌅

µh��hµ
µ

⇥

= ⌅µ⌅⇥h
µ⇥ ��h

Putting it all together, the Einstein tensor in the weak-field approximation is:

Gµ⇥ =
1

2

�
��hµ⇥ + ⌅⌅⌅⇥h

⌅
µ + ⌅⌅⌅µh

⌅
⇥ � ⇥µ⇥⌅µ⌅⇥h

µ⇥ + ⇥µ⇥�h� ⌅µ⌅⇥h
⇥

(9)

Now, in our expression for gµ⇥ in the weak-field approximation, we have left the door open to coordinate
transforms. In particular, there may be more than one coordinate system in which the metric may be written as the
Minkowski metric plus a small metric perturbation. So far, the metric perturbation is invariant under infinitesimal
transformations to the coordinates,

xµ ⇥ x̃µ = xµ + �µ (10)

This amounts to a gauge invariance of the system, and we are free to fix the gauge in a convenient manner. The
typical choice is the harmonic gauge, defined by the requirement �xµ = 0. It can be shown that this is equivalent
to the requirement gµ⇥�⇤

µ⇥ = 0, and in the weak-field approximation this leads to the following relationship:

⌅⌅h
⌅
⇥ =

1

2
⌅⇥h (11)

To the harmonic gauge condition, it is convenient to add the definition of the trace-reversed perturbation h̃µ⇥ :

h̃µ⇥ = hµ⇥ � 1

2
⇥µ⇥h (12)

The harmonic gauge condition can now be written as:

⌅⌅h̃
⌅
⇥ = 0 (13)

If we use this expression in our weak-field expression for the Einstein tensor, we have:

Gµ⇥ = �1

2
�h̃µ⇥ (14)

Or, bringing back the energy-momentum tensor:

�h̃µ⇥ = �16⇤G

c4
Tµ⇥ (15)
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The Initial Detector Era - Timeline of Observing Runs
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Optical Resonators
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We define the circulating electric field as the field that is incident on the end mirror:

Ecirc = E0tie
i!L/c + Ecircriree

2i!L/c (4.2)

Rearranging, we have:

Ecirc = E0
tie

i!L/c

1 � riree2i!L/c
(4.3)

The reflected field from the cavity is given by the prompt reflection plus the backward-going trans-

mission of Ecirc:

Erefl = E0
(ree

2i!L/c � ri)

1 � riree2i!L/c
(4.4)

where we have used the convention from the previous chapter, in which reflections off the back

surface of mirrors acquire a phase shift of ⇡ (again, this is necessary for energy conservation). The

transmitted field is given by:

Etrans = E0
tetie

i!L/c

1 � riree2i!L/c
(4.5)

Finally, note that the circulating field in the cavity can be expressed in terms of the cavity field gain

gc:

gc =
Ecirc

E0
=

tie
i!L/c

1 � riree2i!L/c
. (4.6)

The square of the cavity field gain, g2
c , determines the buildup of power inside the cavity. These

transmission and reflection formulae are the basic rules for modeling the behavior of electromag-

netic fields around optical cavities.

The reflectivity and transmissivity of optical cavities are functions of the mirror reflectivities

and transmissivities, the laser frequency, and the cavity length. If the reflectivities of the input and

end mirrors are the same, the cavity is said to be critically coupled, and on resonance all of the

incident laser power will be transmitted, except for losses within the cavity. The two cavities which

are mentioned in greatest detail in this thesis, the advanced LIGO input mode cleaner (IMC) and

output mode cleaner (OMC), are both critically coupled cavities. Optical cavities with ri < re are

called overcoupled, while cavities with ri > re are undercoupled. We will forgo a discussion of

the subtleties between these types of cavities, but note that the LIGO arm cavities are overcoupled.

In this configuration the reflected light from the cavity is dominated by the field resonating in the

cavity. This field has a phase shift of ⇡ relative to the promptly reflected field (see Fig. 4.2), so
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Pound-Drever-Hall Locking

If we detect Prefl using a photodiode with RF sensitivity we can detect these beat notes; their

amplitude will be determined by the reflection coefficients r(!0) and r(±!RF ).

Keeping only terms with frequency !RF and rearranging, we have:

Prefl(!RF ) = P0 J0(�)J1(�)
h
(r⇤(!0)r(!RF ) � r(!0)r

⇤(�!RF )) ei!RF t

+ (r(!0)r
⇤(!RF ) � r⇤(!0)r(�!RF )) e�i!RF t

i
(4.18)

Note the symmetry between the terms. The order of the conjugates of r(!0) and r(!RF ) are re-

versed. If we use the following shorthand,

A = r⇤(!0)r(!RF )

B = r⇤(!0)r(�!RF ) (4.19)

and expand the exponentials and collect cosine and sine terms with frequency !RF , we will have:

Prefl(!RF ) = P0 J0(�)J1(�)
h
[(A + A⇤) � (B + B⇤)] cos !RF t

+ i[(A � A⇤) + (B � B⇤)] sin !RF t
i
. (4.20)

Recall that for a complex number z = a + ib, we can write z + z⇤ = 2a = 2Re[z], and z � z⇤ =

2ib = 2iIm[z]. Using this, we have:

Prefl(!RF ) = 2P0 J0(�)J1(�)
⇣
Re[A � B] cos !RF t � Im[A + B] sin!RF t

⌘
(4.21)

We make one final manipulation: since Re[z] = Re[z⇤] and Im[z] = �Im[z⇤] we can use the

conjugate of A to make the sign of the two expressions the same. Restoring the original expressions

for A⇤ and B, we have:

Prefl(!RF ) = 2P0 J0(�)J1(�)
h
Re[r(!0)r

⇤(!RF ) � r⇤(!0)r(�!RF )] cos !RF t

+ Im[r(!0)r
⇤(!RF ) � r⇤(!0)r(�!RF )] sin !RF t

i
(4.22)

The term that oscillates with sin !RF t is called the in-phase, or I-phase component, because it is in

phase with the original modulation from the EOM. The term that goes like cos !RF t is called the

41

Einc = E0

h
J0(�)ei!0t + J1(�)ei(!0+!RF )t � J1(�)ei(!0�!RF )t

i
(4.14)

The first term is the carrier field, with frequency !0, and the second and third terms are the radio-

frequency sidebands with frequency !0 ± !RF . The amplitude of the sidebands is a small fraction

of the input field amplitude given by the Bessel function of the first kind.

Upon reflection or transmission of the cavity, the amplitude of the field at each frequency will

depend on the reflection and transmission formulae that we derived in the previous section. For

convenience, we can express these formulae as:

Erefl = r(!)E0e
i!t , r(!) =

(re � ri)e
2i!L/c

1 � riree2i!L/c

Etrans = t(!)E0e
i!t , t(!) =

tetie
i!L/c

1 � riree2i!L/c
(4.15)

where r(!) and t(!) are referred to as the reflection and transmission coefficients. The reflected

field with the sidebands is now given by:

Erefl = E0

h
r(!0)J0(�)ei!0t + r(!0 + !RF )J1(�)ei(!0+!RF )t � r(!0 � !RF )J1(�)ei(!0�!RF )t

i

(4.16)

For brevity we shall refer to r(!0 ± !RF ) as r(±!RF ), but the relative nature of the sideband

frequency to the carrier is always understood.

The power measured by a photodiode in reflection of the cavity is given by E⇤
reflErefl. Recall-

ing that the Bessel functions are real for real inputs, this will be given by:

Prefl = |E0|2
h
r⇤(!0)r(!0)J

2
0 (�) + r⇤(!RF )r(!RF )J2

1 (�) + r⇤(�!RF )r(�!RF )J2
1 (�)+

+ r⇤(!0)r(!RF )J0(�)J1(�)ei!RF t � r⇤(!0)r(�!RF )J0(�)J1(�)e�i!RF t

+ r(!0)r
⇤(!RF )J0(�)J1(�)e�i!RF t � r(!0)r

⇤(�!RF )J0(�)J1(�)ei!RF t + O(2!RF ) + ...
i

(4.17)

The first line of this expression is a DC term with no frequency content. The second and third lines

are oscillatory signals with frequency ±!RF – these are the beat notes between the RF sidebands and

the carrier. (Beat notes at larger multiples of !RF will be suppressed like J1(�) and are neglected.)
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CHAPTER 2. BASICS IN LASER INTERFEROMETRY
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Figure 2.7: Setup for sensing the length of an FP cavity using the Pound-
Drever-Hall scheme. A pair of upper and lower sidebands is imposed on the
incident field by an EOM. The reflected light is delivered to a photo detector
and then the photo current is electrically demodulated.

where r(!) is the amplitude reflectivity of the cavity at an angular frequency
of !0 + !, defined in equation (2.14). Then the squared detection is applied
when the field hits the PD. We look into a specific current of !

m

. From
equation (2.44) we obtain a photo current of

iPD(!m

) = 2J0J1 |E0|2 Re [r(0)r⇤(!m

)� r⇤(0)r(�!
m

)] cos!
m

t

+2J0J1 |E0|2 Im [r(0)r⇤(!
m

)� r⇤(0)r(�!
m

)] sin!
m

t.
⌥⌃ ⌅⇧2.53

In the above equation the first term corresponds to the Q-signal and the
second one corresponds to the I-signal. For simplicity the responsivity ⌘
is set to be 1. With the synchronous demodulation, we obtain the I-phase
signal,

V (I) = �2J0J1|E0|2Im [r(0)r⇤(!
m

)� r⇤(0)r(�!
m

)] ,
⌥⌃ ⌅⇧2.54

while the Q-phase signal doesn’t give a meaningful signal. A calculated signal
is shown in figure 2.8 as a function of the displacement in the baseline length.

To see the linearity of the signal, assume that the reflectivity for both
the sidebands are identical and are real numbers when the carrier is in the
vicinity of the resonance, so that r(!

m

) ⇡ r(�!
m

) ⌘ r
s

. In this case the I
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Figure by K. Izumi.
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Non-resonant sidebands act as a reference to 
measure the carrier’s phase shift around resonance. 
Drever et al., Appl. Phys. B 31 97 (1983)
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Double-Modulation Measurement of Optical Cavities
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derived from the fit, since it has a statistical behavior. It is also rather small and contributing
only at the level of ±0.01 Hz or less to each measurement point. Since we fit the complete
expression given by Eq. (1), we do not account for the approximation of the audio modula-
tion frequency response. The laser locking loop which controlled the laser frequency had high
gain, and the residual cavity length fluctuations were too small to be of importance. We are left
with the systematic uncertainties due to the accuracy of the frequency determination, variations
of the RF modulation phase, the residual amplitude modulation, and the influence of higher
order harmonics in the RF modulation. For each of these uncertainties, we calculate quantita-
tive values using the expressions derived in Section 4. The results are summarized in Table 3,
expressed as frequency shifts to the relevant zero crossings of the doubly-demodulated signal.

Table 3. Estimated systematic errors in Hertz to the measured frequencies of the main
zero crossing (length) and difference between the secondary zero crossings divided by two
(used for the cavity pole). The frequency errors are split among the length and linewidth
measurements for the 16 m cavity; the linewidth was not measured for the 4 km cavity.
These systematic uncertainties are estimated with a 67% confidence level.

Sys. Uncertainty (Hz) 16 m Cavity 4 km Cavity
Length fpole Length

Absolute Timing 1 0 1
RAM ⌧0.001 ⌧0.001 ⌧0.001
RF Modulation Phase 0 48 0
RF Harmonics 0 4 0
Total ±1 ±52 ±1

At the time of the measurement the frequency counter was calibrated to ±1 Hz absolute.
This directly translates into a systematic uncertainty in determining the frequency of the main
zero crossing. With our RF frequencies of 9.1 MHz, 45.5 MHz and 24.9 MHz this corresponds
to a relative error of 100 ppb, 20 ppb and 40 ppb, respectively. The timing error for the width
measurement is negligible, since we are computing the difference between the two secondary
zero crossings.

The frequency error from the RAM, SRAM
tr (0), can be approximated by D f RAM ⇡

he fpole siny . Assuming the worst case scenario, with all the RAM in the quadrature phase,
we set y = p/2. We measured e . 10�3 for the RF modulation and h . 10�5 for the audio
frequency modulation. The frequency error due to RAM for the width measurement is signifi-
cantly smaller still. The audio modulation and the small value of h is crucial to make the effect
of the RAM insignificant in our measurement.

With these systematic uncertainties, the results for the lengths of the two cavities are:

L = 16.471701 m±3µm (stat)±1µm (sys)

and
L = 3994.4692 m±0.2mm (stat)±0.2mm (sys).

The model for our fit to the 16 m cavity includes a resonance to account for the tuned circuit
of the EOM used to generated the RF sidebands. To investigate our systematics we also used
models with linear RF phase and different amplitude terms. The amplitude terms were linear,
quadratic, and linear with quadratic. The resulting measurements of fpole varied over a total
range of about 100 Hz. For our final result of the cavity pole measurement we take the aver-
age and include the standard deviation as a systematic error; in this way we account for the
uncertainty of the RF modulation phase.
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Double-Modulation Measurement - Results

Figure 4.10. Zoom of the zero-crossing at the FSR frequency, for the IMC measurement at 9.1 MHz
and 1 kHz. The best-fit FSR value has been subtracted from the x-coordinate for clarity. Note the
precise null value for all four I,Q signals at the FSR.

(R), the parameters of the RF resonant circuit (fEOM and Q), and two static demodulation phase

shifts (✓0 and �0) for RF phase and audio phase respectively.

Data were collected using two RF modulation frequencies (9.1 MHZ and 45.5 MHz) and three

audio modulations (1 kHz, 303 Hz, and 103 Hz). Overall, the seven fit parameters were found to be

consistent across the six data sets. Differences in the RF phase estimation were used to estimate

our systematic errors. For the measurement of the cavity pole, we found that a linear frequency

dependence in the RF demodulation phase was our dominant source of systematic error. Unfortu-

Parameter Best-Fit Value Stat. Uncertainty
fFSR 9 100 234 Hz 2 Hz
T (=1-R) 6068 ppm 3 ppm
fEOM 9 113 000 Hz 120 Hz
QEOM 61.1 0.2
✓0 54.0� 0.2�

�0 10.23� 0.08�

Table 4.1. Fit parameters and results for the Input Mode cleaner data. The results presented here
are for an audio modulation frequency of 1 kHz and an RF modulation of 9.1 MHz.

50

Parameter Measured Value Stat. Uncertainty Sys. Uncertainty
Y-arm Length 3994.4692 m 0.2 mm 0.2 mm
IMC Length 16.471701 m 3 µm 1 µm
IMC fpole 8806 Hz 10 Hz 52 Hz

Table 4.2. Parameters of the H1 aLIGO Input Mode Cleaner and Y-arm optical cavities measured
using the double-demodulation technique.

nately the experimental setup was constrained by the available electronics, which were designed for

gravitational wave detection and not for a measurement of this design. By using electronics with

flat frequency response, the systematic errors could be reduced to below the statistical errors.

The result of the fit to the data for one of the six datasets collected for the IMC is shown in

Table 4.1. The data and fit are compared in Fig. 4.9. A zoom of the region around the FSR is

shown in Fig. 4.10. Final results for the three physical parameters we sought to measure – IMC

cavity length and cavity pole, and Y-arm cavity length – are given in Table 4.2. This table includes

estimates of our systematic uncertainties. As part of Ref. [104] we derived analytic expressions for

the dominant systematic effects that limit the precision of the technique. For our measurements of

the IMC and the Y-arm, the potential bias from these effects was estimated using the parameters

and noise characterization of our analysis. The use of double-demodulation reduces most of the

systematic effects, although the precision of the IMC cavity pole measurement was limited by the

uncertainty in the resonant RF circuit parameters as described above.

For the Y-arm measurement, the precision was remarkable: a 4 km distance was measured to a

precision of 70 parts per billion, taking the statistical and systematic error in quadrature. For this

cavity we expect the ultimate precision could be as low as 1 ppb; in our case the precision was

limited by a manufacturing error of the green coatings that reduced the cavity finesse.

For the aLIGO IMC, the design power transmissivity of the input and end mirrors is 6000 ±
200 ppm. From our combined measurements, the best-fit value for the round-trip reflectivity is

6068 ± 3 ppm, neglecting systematic uncertainties. The characterization of the IMC using this

technique was an important confirmation that the mirrors were not absorbing or scattering more

light than intended, which is a required safety check before a high-power beam can be delivered to

the interferometer.

51
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Y-arm Length 3994.4692 m 0.2 mm 0.2 mm
IMC Length 16.471701 m 3 µm 1 µm
IMC fpole 8806 Hz 10 Hz 52 Hz

Table 4.2. Parameters of the H1 aLIGO Input Mode Cleaner and Y-arm optical cavities measured
using the double-demodulation technique.

nately the experimental setup was constrained by the available electronics, which were designed for

gravitational wave detection and not for a measurement of this design. By using electronics with

flat frequency response, the systematic errors could be reduced to below the statistical errors.

The result of the fit to the data for one of the six datasets collected for the IMC is shown in

Table 4.1. The data and fit are compared in Fig. 4.9. A zoom of the region around the FSR is

shown in Fig. 4.10. Final results for the three physical parameters we sought to measure – IMC

cavity length and cavity pole, and Y-arm cavity length – are given in Table 4.2. This table includes

estimates of our systematic uncertainties. As part of Ref. [104] we derived analytic expressions for

the dominant systematic effects that limit the precision of the technique. For our measurements of

the IMC and the Y-arm, the potential bias from these effects was estimated using the parameters

and noise characterization of our analysis. The use of double-demodulation reduces most of the

systematic effects, although the precision of the IMC cavity pole measurement was limited by the

uncertainty in the resonant RF circuit parameters as described above.

For the Y-arm measurement, the precision was remarkable: a 4 km distance was measured to a

precision of 70 parts per billion, taking the statistical and systematic error in quadrature. For this

cavity we expect the ultimate precision could be as low as 1 ppb; in our case the precision was

limited by a manufacturing error of the green coatings that reduced the cavity finesse.

For the aLIGO IMC, the design power transmissivity of the input and end mirrors is 6000 ±
200 ppm. From our combined measurements, the best-fit value for the round-trip reflectivity is

6068 ± 3 ppm, neglecting systematic uncertainties. The characterization of the IMC using this

technique was an important confirmation that the mirrors were not absorbing or scattering more

light than intended, which is a required safety check before a high-power beam can be delivered to

the interferometer.
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Advanced LIGO - What Hasn’t Been Changed
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Advanced LIGO - What Has Been Changed

Increased 
Laser Power

Signal Recycling / 
Signal Extraction

Increased Arm 
Cavity Finesse

Larger Mirrors, 
Larger Beams, 
Better Coatings

Big Investment in 
Seismic Isolation 
and Suspensions

Figure from CQG 32 105102 (2015)
arXiv:1411.4547

OMC - rejects the laser 
field that does not 

couple to GWs
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Advanced LIGO - What Has Been Changed

Better   
Seismic  
Isolation

Reduced  Brownian Noise
Reduced 

Quantum Noise
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Arm Length Stabilization
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Figure 1: Simplified optical layout of the Advanced LIGO detector. A beamsplitter (BS)
is used to separate the light into an X-arm and a Y-arm. Each arm is comprised of an
input test mass (ITM) and an end test mass (ETM) forming the arm cavity. The Michelson
interferometer is operated near a dark fringe which reflects most of the injected laser power
back towards the laser. The partially transmitting power recycling mirror (PRM) is used
to enhance the circulating power until most of the power is lost internally. The signal
recycling mirror (SRM) is used to enhance the optical response to a gravitational-wave.
The common mode is defined by (L

x

+L
y

)/2, the di↵erential mode by L
x

�L
y

, the power
recycling length by l

p

+ (l
x

+ l
y

)/2, the signal recycling length by l
s

+ (l
x

+ l
y

)/2, and the
Michelson length by l

x

� l
y

. The macroscopic part of the Michelson length is called the
Schnupp asymmetry. The interferometer detector ports are highlighted in the diagram.
This includes the reflection port, pick-o↵ port, and anti-symmetric port. The infrared
transmitted signals are required for full locking (see Section 4). The various frequency
components of the light used to control the five degrees of freedom of the interferometer
are also depicted. The 9 MHz and 45 MHz RF sidebands are used to track the length of the
power and signal recycling cavities, respectively. The 532 nm beam is used to independently
control the two arm cavities. The 1064 nm carrier resonates in all cavities but the signal
recycling one. The inset shows the fundamental noise limits of the Advanced LIGO design
as an amplitude spectral density.
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Lock Acquisition
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Lock Acquisition
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Advanced LIGO - Latest Sensitivity

PRELIMINARY
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The Output Mode Cleaner

LIGO LIGO-T1000276-v5 

 6 

Component name Use DCC Vendor 

Fused silica 
breadboard Mounting of OMC components D1200105 Sydor Optics 

Optical prism Cavity input/output couplers; 
beamsplitters; high reflectors D1101968 Gooch & 

Housego 

Mounting prism Cavity high reflectors with PZT 
actuators D1102069 Mindrum 

Diode mount glass 
block 

Photodiode mounting; balance 
mass mounting; connector 

bracket mounting 
D1102211 Mindrum 

Mount bracket Mount points for suspension wire 
interface D1102209 Mindrum 

Beam dump Dumping of specular reflections   

 
Considering the thermal expansion coefficient of the fused silica breadboard, 0.52ppm/°C for 
Corning 7980, a 1°C temperature drift of the breadboard will produce a 0.5um change in the round-
trip length change of the cavity. Day-to-day variations in the in-chamber temperature are typically 
smaller than 1°C, but this sets the scale for the minimum cavity length actuation range; see section 
6. 

The optical layout on the breadboard is shown in Figure 1. 
 

 
Figure 1. Layout of optical and opto-mechanical components on the OMC breadboard. This layout 
(without the annotations) is found in D1201439. 

QPDs (2x)

DC PDs
(2x)

Cavity curved 
mirror + PZT (2x)

Cavity input/output 
coupler (2x)

50/50 splitter (2x)

Beam dump (4x)

High reflector, 
T=0.75% (4x)

Input beam

bow tie cavity
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Output Mode Cleaner  - Cavity Length Noise

Fluctuations of the OMC length or alignment could generate 
noise in the transmitted power, and pollute the gravitational 
wave channel. 

We can characterize length noise by locking the OMC with 
an offset.
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Output Mode Cleaner  - Cavity Length Noise
1. Measure power fluctuations while locked on the half-fringe. 
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Output Mode Cleaner  - Cavity Length Noise
1. Measure power fluctuations while locked on the half-fringe. 

2. Convert dP into dL using cavity resonance curve. 
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Output Mode Cleaner  - Cavity Length Noise
1. Measure power fluctuations while locked on the half-fringe. 

2. Convert dP into dL using cavity resonance curve. 

3. Calculate quadratic fluctuations in dP due to dL when locked 
on the full-fringe, and compare to gravitational wave sensitivity.

Divide by arm 
length to get 

strain
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Optical Spectrum Analysis Using the OMC
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Contrast Defect Measurement

Interferometer Contrast Defect: 140ppm



Detector Characterization
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Detector Duty Factor
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Science Segment Durations
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Gaussianity of the Noise
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(non)Gaussianity of the Noise
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Instrumental Channel Veto - Barkhausen Noise Example



Gamma-ray Bursts
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Gravitational Wave Emission from GRB Central Engines

Short GRBs: model is a compact 
binary coalescence (CBC), either 
BNS or NS-BH. 

GW emission is very strong, esp. 
from inspiral phase (EGW = 10% of a 
solar mass).  aLIGO detection out to 
z~0.1 possible. 

Long GRBs: collapsar model.  GW 
emission is speculative, may be at 
high energy where detectors are 
less sensitive.  Also, higher redshift. 

Potential mechanisms for GW 
emission are bar mode instabilities, 
proto-NS oscillations, accretion disk 
instabilities, and others.

4.3 Gamma-ray burst and gravitational wave coincidence 71
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Figure 4.4: A graphical summary of the discussion in sections 4.3.2 and

4.3.3 of the gravitational wave coincidence window around the GRB trigger

time for the stellar collapse model of long GRBs. The bottom part shows

the stellar evolution with the formation of a relativistic jet and the possible

emission times of ⇥-rays and gravitational waves. The middle part shows a

fiducial ⇥-ray light curve where the ⇥-ray detector may trigger either on a

precursor or on the main emission peak. The top part shows the discussed

time window choice and the gravitational wave emission times compared to

the ⇥-ray light curve.

time is approximately equal to the spacecraft trigger time TGRB, and the

di,erence between the two is at most a few seconds and is not relevant.

However for long GRBs the light curve can be composed of multiple peaks

and the spacecraft may trigger on a small burst preceding the main emission

peak. This di,erence can be conservatively taken into account by assuming

that the main emission peak is anywhere in the observed light curve, that

is T⇥ ⇤ TGRB ⌅ [0, T90]. Hence gravitational waves should arrive in a time

window around the GRB trigger time

TGW ⇤ TGRB = [⇤400, T90 + 5] s. (4.11)

A particular example of significant ⇥-ray emission arriving before the

main emission are so called precursors. For instance in the catalog of GRBs

Figure by M. Was.
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Coherent Analysis Techniques
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5. Coherent Search Techniques

The sensitivity of a Michelson interferometer to gravitational waves is not isotropic. Very roughly, gravitational
wave (GW) detectors are maximally sensitive to gravitational waves incident from directly above or below the
detector, and minimally sensitive to waves incident from between the arms. Taken by itself, the data from a single
GW detector cannot distinguish the location of a transient GW source in the sky. Furthermore, data from GW
detectors contains spurious noise transients, called glitches, occasionally with very large amplitude, which can
mimic a short-duration GW signal.

These problems can be overcome by analyzing the data from a network of two or more detectors
simultaneously. If a network of GW detectors is sufficiently spread apart on the globe, and the noise in each
detector can be assumed to be independent of all the others, then we may use a coherent analysis that combines the
data from all the detectors to reduce the noise background to near-Gaussian levels. Signals that are identified as
plausible GW events can be localized to a particular sky location using triangulation between the detectors in the
network. In this section, I present an outline of coherent analysis methods for gravitational wave data, especially in
the context of searches for GWs associated with gamma-ray bursts. The algorithm that implements these methods
is known as X-pipeline [56, 57], and it has been used in searches for unmodeled GW bursts associated with GRBs
for the past several years [58, 53].

5.1. Coherent Searches

In the presence of a signal, the data stream from a given detector can be written as a sum of a GW strain, h, plus
a noise vector n. Gravitational radiation is quadrupolar with two polarizations, h+ and h⇥. Gravitational wave
observatories have different sensitivity to each polarization depending on the relative sky position of the source;
these antenna factors are written F

+
(

ˆ

⌦) and F

⇥
(

ˆ

⌦), where ˆ

⌦ is the source sky position.
We write the set of data vectors from a detector network as:

d = Fh+ n ,

where boldface symbols denote the vector of time series in the D dimensional space of detectors:

d(t) = F

+
(⌦)h+(t) + F

⇥
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Given that detector noise can be assumed to uncorrelated between detectors, the vector n has an identity
covariance matrix, which is invariant under change of orthonormal basis. Hence we are free to construct a new
orthonormal basis using the space spanned by the F+ and F⇥ vectors; a data vector d which is purely due to a
GW signal will lie somewhere on the hyperplane defined by F+ and F⇥. The unit vectors of the hyperplane are
e+ = F+

/|F+| and e⇥ = F⇥
/|F⇥|. We can construct a null vector orthogonal to the (e+, e⇥) hyperplane

using the vector cross product, en = e+ ⇥ e⇥. These vectors can be used to find projections of the data vector d
along which we would expect a linearly polarized GW signal from the sky location of the GRB, (e+,⇥ · d), or we
may project the data vector in the null direction, en · d. In this way we can construct consistency tests which can
be used to distinguish signal from noise.

A frequently-used measure of signal strength is the coherent energy, defined for a given projection e:

E = |e · d|2 =

DX

i,j=1

e

⇤
i

e

j

d

i

d

⇤
j

. (36)
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Coherent Analysis Techniques

True GW signals will lie on the 
plane generated by the antenna 
vectors. 

Noise transients are independent 
between detectors and will lie off 
the signal plane. 

Event significance is measured 
by energy in the signal plane. 

Background rejection is 
performed by comparing signal 
energy to null energy. 

5

FIG. 1: Space of detector strains for the 3-detector case for
one data sample. The green plane is the plane spanned by
the antenna response vectors. The magenta line is the vector
of detector strains for one realization of noise and signal. The
dashed lines show the projection of the data vector into the
detector response plane and into the null space.

where atan2(y, x) is the arctangent function with range
(�⇤, ⇤]. Note that ⇧DP is a function of both sky position
and frequency (through the noise weighting of F + and
F �).

We denote the antenna response vectors in the DPF by
the lower-case symbols f+, f⇥. They have the properties

|f+|2 ⇤ |f⇥|2 , (2.24)

f+ · f⇥ = 0 . (2.25)

In the DPF the unit vectors e+ ⇥ f+/|f+|, e⇥ ⇥
f⇥/|f⇥| are part of an orthonormal coordinate system;
see Figure 1. Indeed, the DPF can be viewed as the nat-
ural coordinate system in the space of detector data for
understanding the sensitivity of the network. Mathemat-
ically, rotating to the DPF is the same as doing a singular
value decomposition of the matrix F . The singular values
are |f+|2 and |f⇥|2; i.e., the magnitudes of the antenna
response evaluated in the DPF.

It should be noted that the DPF does not specify any
particular choice of basis for the null space. Convenient
choices for the null basis can be motivated by how the
null energy is used in the search, but we do not consider
this issue here.

In the DPF, the projection operator FF�1
MP takes on

the very simple form

FF�1
MP = e+e+† + e⇥e⇥† (2.26)

The standard likelihood (2.27) becomes

ESL =
⌅

k

⇥���e+ · d̃
���
2

+
���e⇥ · d̃

���
2
⇤

. (2.27)

The plus energy or hard constraint likelihood [21, 22] is
the energy in the h+ polarization in the DPF:

E+ ⇥
⌅

k

���e+ · d̃
���
2

. (2.28)

The cross energy is defined analogously:

E⇥ ⇥
⌅

k

���e⇥ · d̃
���
2

. (2.29)

The soft constraint likelihood [21, 22] (not a projection
likelihood) is

Esoft ⇥
⌅

k

⇥���e+ · d̃
���
2

+ �
���e⇥ · d̃

���
2
⇤

, (2.30)

where the weighting factor � is defined in the DPF as

� ⇥ |f⇥|2

|f+|2
⇧ [0, 1] . (2.31)

Typical values are � ⌅ 0.01� 0.1 for the LIGO network.

Numerous other likelihood-based coherent statistics
have been introduced in the literature, such as the
Tikhonov regularized statistic [24], a sky-map variability
statistic [29], and modified constraint likelihood statistics
[25]. Also, comprehensive Bayesian formulations of the
problem of GWB detection and waveform estimation are
described in [26, 27, 32]. While some of these statistics
are available in X-Pipeline, we do not consider them
here.

E. Statistical Properties

One convenient property of the projection likelihoods
E+, E⇥, ESL, Enull, Etot is that their statistical prop-
erties for signals in Gaussian background noise are very
simple. Specifically, for a set of time-frequency pixels
and a sky position chosen a priori, each of these ener-
gies follows a ⌅2 distribution with 2NpDproj degrees of
freedom:

2E ⌅ ⌅2
2NpDproj

(⇥) . (2.32)

Here Np is the number of pixels (or time-frequency vol-
ume), and Dproj is the number of dimensions of the pro-
jection (1 for E+, E⇥, 2 for ESL, D�1 or D�2 for Enull,
and D for Etot). The factor of 2 in the degrees of freedom
occurs because the data are complex. The non-centrality
parameter ⇥ is the expected squared signal-to-noise ra-
tio of a matched filter for the waveform restricted to the
time-frequency region in question [46] and after projec-
tion by the appropriate likelihood projection operator,
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5. Coherent Search Techniques

The sensitivity of a Michelson interferometer to gravitational waves is not isotropic. Very roughly, gravitational
wave (GW) detectors are maximally sensitive to gravitational waves incident from directly above or below the
detector, and minimally sensitive to waves incident from between the arms. Taken by itself, the data from a single
GW detector cannot distinguish the location of a transient GW source in the sky. Furthermore, data from GW
detectors contains spurious noise transients, called glitches, occasionally with very large amplitude, which can
mimic a short-duration GW signal.

These problems can be overcome by analyzing the data from a network of two or more detectors
simultaneously. If a network of GW detectors is sufficiently spread apart on the globe, and the noise in each
detector can be assumed to be independent of all the others, then we may use a coherent analysis that combines the
data from all the detectors to reduce the noise background to near-Gaussian levels. Signals that are identified as
plausible GW events can be localized to a particular sky location using triangulation between the detectors in the
network. In this section, I present an outline of coherent analysis methods for gravitational wave data, especially in
the context of searches for GWs associated with gamma-ray bursts. The algorithm that implements these methods
is known as X-pipeline [56, 57], and it has been used in searches for unmodeled GW bursts associated with GRBs
for the past several years [58, 53].

5.1. Coherent Searches

In the presence of a signal, the data stream from a given detector can be written as a sum of a GW strain, h, plus
a noise vector n. Gravitational radiation is quadrupolar with two polarizations, h+ and h⇥. Gravitational wave
observatories have different sensitivity to each polarization depending on the relative sky position of the source;
these antenna factors are written F

+
(

ˆ

⌦) and F

⇥
(

ˆ

⌦), where ˆ

⌦ is the source sky position.
We write the set of data vectors from a detector network as:

d = Fh+ n ,

where boldface symbols denote the vector of time series in the D dimensional space of detectors:

d(t) = F
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Given that detector noise can be assumed to uncorrelated between detectors, the vector n has an identity
covariance matrix, which is invariant under change of orthonormal basis. Hence we are free to construct a new
orthonormal basis using the space spanned by the F+ and F⇥ vectors; a data vector d which is purely due to a
GW signal will lie somewhere on the hyperplane defined by F+ and F⇥. The unit vectors of the hyperplane are
e+ = F+

/|F+| and e⇥ = F⇥
/|F⇥|. We can construct a null vector orthogonal to the (e+, e⇥) hyperplane

using the vector cross product, en = e+ ⇥ e⇥. These vectors can be used to find projections of the data vector d
along which we would expect a linearly polarized GW signal from the sky location of the GRB, (e+,⇥ · d), or we
may project the data vector in the null direction, en · d. In this way we can construct consistency tests which can
be used to distinguish signal from noise.

A frequently-used measure of signal strength is the coherent energy, defined for a given projection e:

E = |e · d|2 =

DX

i,j=1

e

⇤
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e

j

d

i

d
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j

. (36)

Figure from Sutton et al., New J. Phys. 12 (2010) 053034 
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Analysis Procedure

On-source window: 
Unmodeled search: 
[-600, +60] sec 

BNS/NSBH search:  
[-5, +1] sec 

Simulated GW signals 
are used to tune cut 
thresholds, calculate 
upper limits.  Simulation 
parameters are varied to 
account for systematic 
uncertainties. 

GRB Trigger

Off-source window: 
[-1.5, +1.5] hours 
around the time of the 
GRB. 

Used for background 
estimation. 

Unphysical time-slides 
are added to the data to 
generate additional 
background events. 

Open-box data: 
On-source events with detection 
statistic > 99% of the 
background events are 
considered detection  
candidates.
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What A Detection Looks Like
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What A Detection Looks Like
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What A Detection Looks Like

The loudest event in the on-source is assigned a p-value.
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The GEO-GRBs Search - Methods
152 GRBs between 2007 and 2011. 

All use 2-detector network: GEO 600 
and one other observatory. 

Challenges for the search: GEO’s best 
sensitivity is 500Hz and higher. 

We use an extended search band 
compared to most recent GW-GRB 
analyses, 64-1792Hz. 

The high-frequency search band 
requires a different approach to GRBs 
with large sky position uncertainty. 

Use a linear grid of search points on the 
sky for GRBs with localization 
uncertainty > 1 degree.
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The GEO-GRBs Search - Results
We analyzed each of the 152 GRBs 
independently.  For Fermi events, with 
rough sky localization, we used the linear 
grid to reduce the computational cost. 

Some of the analysis results showed we 
were insensitive to GW signals, due to 
unlucky sky location or poor sensitivity. 

129 GRB events had good sensitivity to 
gravitational waves. 

None of these GRBs had significant events 
in the on-source window. 

The population as a whole did not have a 
statistically significant population of low-
probability events, after weighting for 
sensitivity. 

Probability that results were consistent with 
background: 19.3%.
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Statistical Significance of the Results
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The GEO-GRBs Search - Upper Limits

We used simulated gravitational waveforms 
to measure the search sensitivity. 

These signals were used to place upper 
limits on the amplitude of generic 
narrowband, short-duration signals. 

Using a model for energy emitted to 
gravitational waves, can set a lower limit on 
distance to the source. 

For an optimistic emission energy, our limits 
were O(1) Mpc. 

The sensitivity of the search was limited by 
our detector network.  Advanced detectors 
could improve limits by 20x.
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The GEO-GRBs Search - Upper Limits

We used simulated gravitational waveforms 
to measure the search sensitivity. 

These signals were used to place upper 
limits on the amplitude of generic 
narrowband, short-duration signals. 

Using a model for energy emitted to 
gravitational waves, can set a lower limit on 
distance to the source. 

For an optimistic emission energy, our limits 
were O(1) Mpc. 

The sensitivity of the search was limited by 
our detector network.  Advanced detectors 
could improve limits by 20x.
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Sky Localization

Hard to improve upon gamma-ray 
satellite localizations (even Fermi GBM) 

Some hope for CBC or high-frequency 
bursts (due to likelihood maximization 
across sky locations / time-of-flight) 

10 Singer et al.

Figure 6. Localization of a typical circa 2015 GW detection. This is a Mollweide projection in geographic coordinates. Shading is proportional to posterior
probability per deg2. This is a moderately loud event with ⇢net = 15.0, but its 90% confidence area of 630 deg2 is fairly typical, in the 60th percentile of all
detections. The sky map is bimodal with two long, thin islands of probability over the north and southern antenna pattern maxima. Neither mode is strongly
favored over the other. Each island is forked like a snake’s tongue, with one fork corresponding to the binary having face-on inclination (◆ ⇡ 0�) and the other
fork corresponding to face-off (◆⇡ 180�).
This is event ID 18951 from Tables 2 and 3 and the online material (see the Appendix for more details).
(A color version of this figure is available in the online journal.)

0 1 2 3 4 5⇥10�3

prob. per deg2

systems are even more effective at suppressing such glitches
than their initial counterparts were, then the ⇢net threshold for
confident detection would decrease, yielding discoveries ear-
lier but with larger typical sky localization areas.

We remind the reader that the events comprising this study
would be regarded as confident detections, with FAR .
10-2 yr-1, based on GW observations alone. In practice, some
observers may choose to follow up more marginal detection
candidates. For instance, a group with enough resources and
telescope time to follow up one candidate per month might
filter events with FAR  12 yr-1. A high false alarm rate
threshold will admit correspondingly lower ⇢net candidates
with coarser localizations than what we have presented here.

Finally, on a positive note, the number of detections is
expected to increase considerably as commissioning pro-
ceeds toward final design sensitivity. Furthermore, sky lo-
calization will improve radically as the HLV detectors ap-
proach comparable sensitivity. The addition of two more
planned ground-based GW detectors, LIGO–India and KA-
GRA, would likewise increase rates and improve sky localiza-
tions dramatically (Schutz 2011; Veitch et al. 2012; Fairhurst
2014; Nissanke et al. 2013; Aasi et al. 2013b).

5.2. Detection Scenarios
From our representative sample of hundreds of early Ad-

vanced LIGO/Virgo events emerge a few common morpholo-
gies and several possible scenarios for the early detections of
GWs from a BNS merger.

We find that in both 2015 and 2016, the detection rate is

highly anisotropic, proportional to the cube of the network
antenna pattern with a strong excess above North America
and the Indian Ocean and deficits in four spots over the south
Pacific, south Atlantic, Caucasus, and north Pacific.

1. HL event, single arc—This scenario is relevant for the
HL network configuration and applies to both 2015
and 2016. Figure 7 shows a typical sky map for a
near-threshold detection with ⇢net = 12.7, exhibiting a
single long, extended arc spanning ⇠500 deg2.

2. HL event, two degenerate arcs—This scenario also ap-
plies to 2015 or to HL livetime in 2016. Figure 6
shows a typical sky map with a moderately high ⇢net =
15.0, localized to ⇠600 deg2. Its localization embod-
ies the HL degeneracy, with two strong, long, thin
modes over North America and the Indian Ocean, sep-
arated by nearly 180� and therefore 12 hr apart in hour
angle. Inevitably, one of these two modes will be
nearly Sun-facing and inaccessible to optical facilities.
Because of the bimodality, these sky maps can span
slightly larger areas than case 1. After taking an in-
evitable 50% hit in visibility, such events resemble the
single arc scenario.
Whether a given source falls into scenario 1 or 2 is
largely determined by its sky location relative to the
network antenna pattern. The transition occurs between
⇠ 30� and ⇠ 50� away from the two points of maxi-
mum sensitivity.

Figure from arXiv:1405.1053

Figure from Singer, Price et al.,  
Ap. J. 795 (2014) 105, arXiv:1404.5623

Localization capabilities of GW detector networks 
have been carefully studied for all-sky CBC and 
unmodeled searches - less so for triggered 
searches. 

See also Essick et al., arXiv:1409.2435
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Sky Localization - Results
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Prospects for Detection
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The end is not in sight!
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The Initial Detector Era - Results Highlights

arXiv:1111.7314

arXiv:1202.2788

arXiv:1207.7176

arXiv:1406.4556
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Detector Response

Laser

Photodiode

Beamsplitter

Test masses / high 
reflectors

Anti-symmetric 
port

Symmetric 
port

Photocurrent, 
modulated by 

gravitational wave 
amplitude

Y-arm

X-arm

Parameter iLIGO Design
Arm length, L 3994.5 m
Input power, PIN 20 W
Laser wavelength, � 1064 nm
Carrier recycling gain, g2

cr 50
Arm cavity finesse, F 220
Arm cavity pole, fc 85 Hz

Table 3.1. Sensing parameters of the initial LIGO detectors.

Cavity finesse is a measure of the light storage time in the cavity, and the cavity pole frequency

defines the cavity linewidth. These quantities will be explained in greater detail in the following

chapter.

Finally, the power on the beamsplitter, PBS , can be related to the input power to the interfer-

ometer using the gain of the power recycling cavity: PBS = g2
crPIN . Using these expressions, we

calculate the optical gain to be:

�PAS

�h
= 8gcr

FL

�

p
PINPAS

✓
1 + i

f

fpole

◆�1

(3.9)

Parameters for the initial LIGO detectors are given in Table 3.1. In homodyne readout, PAS

will depend on a differential arm offset that is large compared to the amplitude of gravitational

wave signals but small compared to the wavelength of the laser. The size of this offset determines

the static value for PAS and the response to small metric perturbations. In practice this offset is

adjusted on a daily timescale to respond to changes in detector operations. Changes to the overall

detector response are dynamically calculated and accounted for. In the next section, we will see

that knowledge of the offset is not required for calculating one of the fundamental limits to detector

sensitivity.

Prior to the S6 science run in 2009-10, the LIGO detectors used heterodyne readout for sensing

the antisymmetric port power. In this case PAS is given by the power in radio-frequency side-

bands that are impressed onto the laser before the input to the interferometer. This leads to a more

complicated expression for Eq. 3.7 that includes terms for the power in the RF sidebands and their

transmissivity through the power-recycled Michelson. Since a focus of this thesis is the instrumen-

tation used for homodyne detection, we have neglected any discussion of heterodyne readout.

25

Response function for the initial detector configuration:
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ALS Laser Alignment in 2012
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ALS Control
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ALS Fiber Distribution
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Pre-Stabilized Laser

Figure from CQG 32 105102 (2015)
arXiv:1411.4547
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Input Optics

Figure from CQG 32 105102 (2015)
arXiv:1411.4547
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More Lock Acquisition

Figure by D. MacLeod
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Active Seismic Isolation For In-Vacuum Optical Tables
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Monolithic Four-Stage Suspensions For Test Masses

Optics Table Interface 
(Seismic Isolation System)

Damping Controls

Electrostatic 
Actuation

Hierarchical Global 
Controls
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Quantum Noise Reduction: 10x Laser Power, Larger Mirrors

iLIGO mirror 
25 cm

aLIGO mirror 
34 cm

Beam 
8 cm

Beam 
12 cm

10 kg

40 kg

 
Figure 1. Advanced LIGO optical configuration. ITM: input test mass; ETM: end test 
mass; ERM: end reaction mass; CP: compensation plate; PRM: power recycling mirror; 
PR2/PR3: power recycling mirror 2/3; BS: 50/50 beam splitter; SRM: signal recycling 
mirror; SR2/SR3: signal recycling mirror 2/3; FI: Faraday isolator; φm: phase modulator; 
PD: photodetector. The laser power numbers correspond to full-power operation. All of 
the components shown, except the laser and phase modulator, are mounted in the LIGO 
ultra-high vacuum system on seismically isolated platforms. 

The top-level parameters of the interferometers are listed in Table 1. The 
motivations behind these and other system design choices are described in this section. 
The various interferometer subsystems and components are described in section 4. 
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Detuning of Signal Recycling Cavity

 
Figure 1. Advanced LIGO optical configuration. ITM: input test mass; ETM: end test 
mass; ERM: end reaction mass; CP: compensation plate; PRM: power recycling mirror; 
PR2/PR3: power recycling mirror 2/3; BS: 50/50 beam splitter; SRM: signal recycling 
mirror; SR2/SR3: signal recycling mirror 2/3; FI: Faraday isolator; φm: phase modulator; 
PD: photodetector. The laser power numbers correspond to full-power operation. All of 
the components shown, except the laser and phase modulator, are mounted in the LIGO 
ultra-high vacuum system on seismically isolated platforms. 

The top-level parameters of the interferometers are listed in Table 1. The 
motivations behind these and other system design choices are described in this section. 
The various interferometer subsystems and components are described in section 4. 
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Figure 1: Proposed modes of operation for the Advanced LIGO interferometers. See text
for description of the modes.
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Current Noise Estimation

Figure by 
Evan Hall

PRELIMINARY
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Homodyne Detection & Differential Arm Offset
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Contrast Defect Measurement

Interferometer Contrast Defect: 140ppm
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Future Plans - O1, Charge Mitigation, PI Dampers, Squeezing
Evans et al., PRL 114, 
161102 (2015)
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Typical noise without squeezing
Shot Noise
Squeezing−enhanced sensitivity

FIG. 2. Strain sensitivity of the H1 detector measured with and without squeezing injection. The improvement is up to 2.15
dB in the shot noise limited frequency band. Several e↵ects cause the sharp lines visible in the spectra: mechanical resonances
in the mirror suspensions, resonances of the internal mirror modes, power line harmonics, etc. As the broadband floor of the
sensitivity is most relevant for gravitational wave detection, these lines are typically not too harmful. The inset magnifies the
frequency region between 150 and 300 Hz, showing that the squeezing enhancement persists down to 150 Hz

.

the normalized variance of the output mode V± for the
elongated (+) and the squeezed (-) quadratures, respec-
tively, the normalized variances V

0

± for a given detec-

tion e�ciency ⌘ can be written as V
0

± = ⌘V± + (1 � ⌘).
The total detection e�ciency measured in our experi-
ment is 44% ± 2%, corresponding to about 56% loss, in
good agreement with independent measurements of the
loss sources: mode mismatch between the squeezed beam
and the OMC cavity (25% ± 5%), scatter and absorp-
tion in the OMC (18%±2%), and absorption and imper-
fect polarization alignment in the Faraday isolators (the
squeezed beam passes through a Faraday three times,
with total losses of 20% ± 2%). A significant reduction
of these losses is possible, but it couldn’t be achieved
on the time scale allowed for this experiment before the
H1 upgrade for Advanced LIGO began. With 10.3 dB
of squeezing leaving the OPO and a detection e�ciency

⌘ = 0.44, only 2.2 dB of squeezing can be measured.

We must also account for the impact of phase noise.
Assuming that the relative phase noise between the lo-
cal oscillator and the two squeezing quadratures has a
normal distribution with a small standard deviation of
✓̃, the detected squeezing quadratures can be written as
V

00

± = V
0

± cos2 ✓̃+V
0

⌥ sin2 ✓̃ [21–23]. An independent mea-
surement indicates a phase noise of 37± 6 mrad.

The detectable squeezing in our experiment is therefore
2.14± 0.13 dB, consistent with the measured sensitivity
improvement of 2.15 ± 0.05 dB shown in Fig. 2. Even
though the impact of phase noise is negligible in this case,
a correct accounting of phase noise is crucial to predict
the detectable squeezing for higher detection e�ciency
and higher squeezing levels. For example, with 35 mrad
of phase noise, a pure squeezed state of 20 dB injected
into an interferometer with perfect detection e�ciency

7

arXiv:1310.0383
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Backgrounds of Transient Searches
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Barkhausen Noise Veto
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Scattered Light In the OMC Optical Path
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Installing the OMC Shroud
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GRB Results from the Initial Detector Era

Many published searches for GW signals with GRBs, using LIGO & Virgo detectors: 
• LIGO S2, S3, S4: 39 GRBs, Phys. Rev. D 77 (2008) 062004 
• S5-VSR1 Burst: 137 GRBs, Astrophys. J. 715 (2010) 1438 
• S5-VSR1 CBC: 22 short GRBs, Astrophys.J. 715 (2010) 1453 
• S6-VSR2,3 Burst+CBC: 153 GRBs, Astrophys. J. 760 (2012) 12 
• IPN events Burst+CBC: 223 GRBs, Phys. Rev. Lett. 113 (2014) 011102 
• Search for long-duration signals: Phys. Rev. D 88 (2013) 122004 
• Search for hi-freq GWs with GEO 600: 129 GRBs, Phys. Rev. D 89 (2014) 122004

Best limits on distance to progenitor, using 
assumptions for the central engine: 

~70 Mpc for NS-BH progenitor model, 
associated with short GRB 

~40 Mpc, for narrowband, short-duration 
burst emitting 0.01 Msunc2 in energy 

Figure from S6-VSR2,3 search,  
arXiv:1205.2216

Search for GWs associated with GRBs using LIGO and Virgo 11

exclusion distances for half-opening angles of 10◦, 30◦,
45◦, and 90◦. Since the amplitude of a GW signal is
stronger for a face-on binary, the exclusion distance im-
proves for smaller half-opening angles. With no restric-
tion on the opening angle, the 90% exclusion distance
decreases significantly, as there are orientations which
will give very little observable GW signal in the detector
network.
The GW burst and compact binary coalescence exclu-

sion distances may be compared to those from all-sky
searches, which look for GWs without requiring associa-
tion with a GRB or other external trigger. Figure 7 of
Abadie et al. (2012a) presents 50%-confidence exclusion
energies for the all-sky GW burst search on this same
data set for an assumed source distance of 10 kpc, with
a best limit of approximately EGW = 2 × 10−8M⊙c2 at
150 Hz. Rescaling to our nominal value of 10−2M⊙c2

gives an exclusion distance of ∼7 Mpc. W ↪as (2011) per-
forms a more rigorous comparison that accounts for the
fraction of events that do not produce GRB triggers due
to the γ-ray beaming. This indicates that for emission
opening angles in the 5 − 30◦ range, the GRB triggered
search should detect a similar number of GW events com-
ing from GRB progenitors as that detected by the all-sky
search – between 0.1 and 6 times the number detected by
the all-sky search. Furthermore, most of the GW events
found by the GRB triggered search will be new detections
not found by the all-sky search, illustrating the value of
GRB satellites for gravitational-wave detection.
The NS–NS / NS–BH models used for compact bi-

nary coalescence exclusions stand on much firmer the-
oretical ground than the model used for GW burst ex-
clusions. The amplitude of a coalescence signal is well
known and depends on the masses and spins of the com-
pact objects whereas the GW burst energy emitted dur-
ing a GRB is largely unknown and could be orders of
magnitude smaller than the chosen nominal value of
EGW = 10−2M⊙c2. In the pessimistic scenario that
GRB progenitors have a comparable GW emission to
core-collapse supernova, the emitted energy could be as
low as EGW ∼ 10−8M⊙c2. Such a signal would only
be observable with current gravitational wave detectors
from a galactic source.

7.2. Population exclusion

As well as a per-GRB distance exclusion, we set an
exclusion on GRB population parameters by combining
results from the set of analyzed GRBs. To do this, we use
a simple population model, where all GRB progenitors
have the same GW emission (standard sirens), and per-
form exclusion on cumulative distance distributions. We
parametrize the distance distribution with two compo-
nents: a fraction F of GRBs distributed with a constant
co-moving density rate7 up to a luminosity distance R,
and a fraction 1−F at effectively infinite distance. This
simple model yields a parameterization of astrophysical
GRB distance distribution models that predict a uniform
local rate density and a more complex dependence at red-
shift > 0.1, as the large redshift part of the distribution

7 While the distribution of the electromagnetically observed
GRBs which serve as our triggers needs not be uniform in volume,
this is a reasonable approximation at the distances to which LIGO-
Virgo are sensitive.
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Fig. 4.— Histograms across the sample of GRBs of the distance
exclusions at the 90% confidence level for circularly polarized sine-
Gaussian GW burst models at 150Hz and 300Hz. We assume an
optimistic standard siren GW emission of EGW = 10−2 M⊙c2. See
Tab. 1 and Tab. 2 for the exclusion values for each GRB.
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Fig. 5.— Histograms across the sample of short GRBs of the
distance exclusions at the 90% confidence level for NS–NS and
NS–BH systems. See Tab. 1 for the exclusion values for each short
GRB.

is well beyond the sensitivity of current GW detectors.
The exclusion is then performed in the (F,R) plane. Full
details of the exclusion method are given in Appendix B.
The exclusion for GW bursts at 150Hz with EGW =

10−2M⊙c2 is shown in Fig. 7, whereas the exclusion for
the coalescence model for short GRBs is shown in Fig. 8.
Both exclusions are shown in terms of redshift, where we
assume a flat ΛCDM cosmology with Hubble constant
H0 = 70 km s−1Mpc−1, dark matter content ΩM = 0.27
and dark energy content ΩΛ = 0.73 (Komatsu et al.
2011). The exclusion at low redshift is dictated by the
number of analyzed GRBs and at high redshift by the
typical sensitive range of the search. These exclusions
assume 100% purity of the GRB sample. For purity p
the cumulative distribution should be rescaled by 1/p; for
instance, only one third of our short GRB sample has a
T90 < 2 s. For comparison, each figure also shows the dis-



GRB-Triggered Searches with LIGO-Virgo

Upper limits of the searches 
are calculated in GW-induced 
strain.  Choice of progenitor 
model leads to a distance 
lower limit.   

Best exclusion distances: 

~70 Mpc for NS-BH progenitor 
model, associated with sGRB 

~40 Mpc, for narrowband, 
short-duration burst emitting 
0.01 Msunc2 in energy 

We expect a substantial 
improvement in our limits with 
aLIGO and adVirgo. 73

150 Hz UL from S6-VSR2,3 search, arXiv:1205.2216 

1 kHz UL from S5-VSR1 search, arXiv:1001.0165 

aLIGO noise curve: https://dcc.ligo.org/LIGO-T0900288 
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Notable Non-detections

Short GRBs 051103 (arXiv:1201.4413) and 070201 (arXiv:0711.1163). 
Confident non-detection of BNS associated with foreground galaxy —> either from distant 
background galaxy or an SGR flare.

Implications for the Origin of GRB 051103 from LIGO Observations 3

a now at the Canadian Institute for Theoretical Astrophysics, University of Toronto, Toronto, Ontario, M5S 3H8, Canada
b now at Department of Physics, University of Trento, 38050, Povo, Trento, Italy and

c now at the Department of Physics and Astrophysics, University of Delhi, Delhi 110007, India

M. A. Bizouard1, A. Dietz2, G. M. Guidi3ab, and M. Was1
1LAL, Université Paris-Sud, IN2P3/CNRS, F-91898 Orsay, France
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3INFN, Sezione di Firenze, I-50019 Sesto Fiorentinoa; Università degli Studi di Urbino ’Carlo Bo’, I-61029 Urbinob, Italy
(Dated: April 19, 2012)

LIGO-P1000097-v12

ABSTRACT

We present the results of a LIGO search for gravitational waves (GWs) associated with GRB 051103,
a short-duration hard-spectrum gamma-ray burst whose electromagnetically determined sky position
is coincident with the spiral galaxy M81, which is 3.6Mpc from Earth. Possible progenitors for short-
hard GRBs include compact object mergers and soft gamma repeater (SGR) giant flares. A merger
progenitor would produce a characteristic GW signal that should be detectable at the distance of
M81, while GW emission from an SGR is not expected to be detectable at that distance. We found
no evidence of a GW signal associated with GRB 051103. Assuming weakly beamed �-ray emission
with a jet semi-angle of 30� we exclude a binary neutron star merger in M81 as the progenitor with a
confidence of 98%. Neutron star-black hole mergers are excluded with > 99% confidence. If the event
occurred in M81 our findings support the hypothesis that GRB 051103 was due to an SGR giant flare,
making it the most distant extragalactic magnetar observed to date.
Subject headings: gamma-ray bursts – gravitational waves – compact object mergers – soft gamma-ray

repeaters

1. INTRODUCTION

GRB 051103 was a short-duration, hard-spectrum
gamma-ray burst (GRB) which occurred at 09:25:42
UTC on 3 November 2005 (Hurley et al. 2010) and was
possibly located in the nearby galaxy M81, at a distance
3.63±0.14Mpc from Earth (Golenetskii et al. 2005; Dur-
rell et al. 2010). A preliminary quadrilateral error box
obtained by the third interplanetary network of satellites
(IPN3) was consistent with a source in the M81 group
(Golenetskii et al. 2005). The refined 3-⇥ error ellipse,
shown with a solid black line in Figure 1, has an area of
104 square arcminutes, and excludes the possibility that
the GRB’s source was the inner disk of M81 (Hurley et al.
2010). The location of the progenitor of GRB 051103 is,
however, consistent with the outer disk of M81.
Two other galaxies are noted to lie within the original

error box: PGC028505 (distance estimated at 80Mpc,
Lipunov et al. (2005)) and PGC2719634 (distance un-
known). PGC2719634 lies on the 18% confidence con-
tour of the refined ellipse and constitutes a plausible
host galaxy. PCG028505, however, lies on the 0.03%
contour and is unlikely to be the host. Furthermore,
PGC028505 was observed in the R and V bands but
no evidence for brightening due to an underlying tran-
sient source was found (Klose et al. 2005) and it is not
thought to be a plausible host of GRB 051103 (Hurley
et al. 2010; Lipunov et al. 2005). Observations of the
original quadrilateral error box in optical and radio con-
cluded that GRB 051103 was not associated with any
typical supernova at z . 0.15 (Ofek et al. 2006). None
of the known supernova remnants in M81 fall within the
refined elliptical error region.
The progenitors of most short duration GRBs are

widely thought to be the coalescence of a neutron star-
neutron star (NS-NS) or neutron star-black hole (NS-
BH) binary system (see, for example, Nakar 2007 and

Fig. 1.— The central region of the M81 group, showing the origi-
nal error trapezium (red dashed line) from the IPN and the refined
3-� error ellipse (solid black). The blue boxes are the regions stud-
ied in the optical. Figure from Hurley et al. (2010) Copyright (c)
2010 RAS.

references therein). With the right combination of bi-
nary masses and spins, the neutron star matter is be-
lieved to be tidally disrupted leading to the formation
of a massive torus. Accretion of matter from this torus
onto the final post-merger object leads to the formation
of highly relativistic outflows along the axis of total angu-
lar momentum of the system (e.g., Setiawan et al. 2004;
Shibata & Taniguchi 2006; Rezzolla et al. 2011). Internal
shocks in the relativistic jet give rise to the prompt �-ray

Implications for the Origin of GRB 070201 from LIGO 3

and their afterglows seem to contradict this hypothesis in most
cases (Nakar et al. 2006). The current leading hypothesis to
explain most short GRBs is the merger of neutron star or neu-
tron star + black hole binaries (see for example Nakar 2007;
Bloom et al. 2007, and references therein). However, to date
no observations have definitively confirmed the association
between short GRBs and binary mergers.
Therefore, given the candidate sources, it is plausible that

GRB central engines are also strong gravitational wave (GW)
emitters at frequencies accessible to ground-based detectors
like LIGO, GEO-600, and Virgo (Abbott et al. 2005a; Acer-
nese et al. 2006; Willke et al. 2002; Kochanek & Piran 1993;
Abbott et al. 2006a, 2005b; Finn et al. 2004). Bursts of grav-
itational waves are expected to be emitted during the GRB
event, with a characteristic duration comparable to that of the
associated GRB, though the amplitude and frequency spec-
trum of the gravitational-wave burst are unknown. In the case
of short GRBs produced by compact binary mergers, grav-
itational waves with relatively well-modeled amplitude and
frequency evolution will be emitted during the inspiral phase
of the binary system, preceding the event that produces the
GRB.
GRB 070201 was an intense, short duration, hard spec-

trum GRB, which was detected and localized by 4 IPN
spacecraft (Konus-Wind, INTEGRAL and MESSENGER); it
was also observed by Swift (BAT) but with a high-intensity
background as the satellite was entering the South Atlantic
Anomaly (Golenetskii et al. 2007b). The burst light-curve
exhibited a multi-peaked pulse with duration ∼ 0.15 s, fol-
lowed by a much weaker, softer pulse that lasted ∼ 0.08 s.
Using early reports, Perley and Bloom (Perley & Bloom
2007) pointed out that the initial IPN location annulus of
the event intersected the outer spiral arms of the Andromeda
galaxy (M31). The refined error box, centered ≈ 1.1 de-
grees from the center of M31, was later reported (Pal’Shin
2007; Hurley et al. 2007), and it still overlaps with the spi-
ral arms of M31 [see Figure 1 and (Mazets et al. 2007; IPN3
2007)]. Based on the Konus-Wind observations (Mazets et al.
2007; Golenetskii et al. 2007a), the burst had a fluence of
1.57(!0.21,+0.06)× 10!5 erg·cm!2 in the 20 keV – 1 MeV
range.
It was also pointed out (Golenetskii et al. 2007a) that if the

burst source were actually located in M31 (at a distance of
≃ 770 kpc) the isotropic energy release would be ∼ 1045 erg,
comparable to the energy release in giant flares of soft γ-ray
repeaters: e.g., the 5th March 1979 event from SGR 0526!66
(∼ 2× 1044 erg in the initial pulse) and the 27th December
2004 event from SGR 1806!20 (∼ 2×1046 erg). Conversely
if the event had an isotropic energy release more typical of
short hard GRBs, e.g., ∼ 1048 ! 1052 erg (Berger 2007), then
it would have to be located at least ∼ 30 times further than
M31 (i.e., further than∼ 23 Mpc).
At the time of GRB 070201, the Hanford detectors

of the Laser Interferometer Gravitational-wave Observatory
(LIGO) (Abbott et al. 2004) were stable and recording
science-quality data, while the LIGO Livingston, GEO-600,
and Virgo detectors were not taking data. The LIGO data
around GRB 070201 were searched for evidence of a gravita-
tional wave signal from compact binary inspiral or the central
engine of the GRB itself.
A standard measure of the sensitivity of a detector to grav-

itational waves is the distance to which an optimally oriented
and located double neutron star binary would produce a re-

FIG. 1.— The IPN3 (IPN3 2007) (γ-ray) error box overlaps with the spiral
arms of the Andromeda galaxy (M31). The inset image shows the full error
box superimposed on an SDSS (Adelman-McCarthy et al. 2006; SDSS 2007)
image of M31. The main figure shows the overlap of the error box and the
spiral arms of M31 in UV light (Thilker et al. 2005).

sponse in the datastream that, when optimally filtered for the
inspiral waves, peaks at a signal to noise ratio of 8 (see, e.g.
Abbott et al. 2005b, and references therein). At the time of
GRB 070201, this distance was 35.7 Mpc and 15.3 Mpc for
the Hanford 4 km and 2 km detectors, respectively. However,
the sensitivity of a detector to a gravitational wave depends on
the location of the source on the sky and on the polarization
angle of the waves. In the case of compact binaries, it also
depends on the inclination angle of the orbital plane relative
to the line of sight. At the time of GRB 070201, the binary
inspiral reach in the direction of M31 was only about 43% of
this maximum. More details of the instrumental sensitivity
can be found in Sec. 2.
The search for gravitational waves from a compact bi-

nary inspiral focused on objects with masses in the ranges
1 M⊙ < m1 < 3 M⊙ and 1 M⊙ < m2 < 40 M⊙. The core
of the search is matched filtering, cross-correlating the data
with the expected gravitational waveform for binary inspiral
and uses methods reported previously (see, e.g Abbott et al.
2005b, and references therein). Uncertainties in the expected
waveforms can lead to decreased sensitivity of the search to
the gravitational wave signal from the inspiral phase; this is
particularly true of systems with higher masses and systems
with substantial spin (Grandclement et al. 2003). This is ac-
counted for by studying the dependence of sensitivity of the
search to a variety of model waveforms based on different ap-
proximation methods.
The search for more generic transient gravitational waves

coincident with the γ-ray burst is based on cross-correlating
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Independent measurement of the Hubble expansion using BNS mergers as 
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5. Coherent Search Techniques

The sensitivity of a Michelson interferometer to gravitational waves is not isotropic. Very roughly, gravitational
wave (GW) detectors are maximally sensitive to gravitational waves incident from directly above or below the
detector, and minimally sensitive to waves incident from between the arms. Taken by itself, the data from a single
GW detector cannot distinguish the location of a transient GW source in the sky. Furthermore, data from GW
detectors contains spurious noise transients, called glitches, occasionally with very large amplitude, which can
mimic a short-duration GW signal.

These problems can be overcome by analyzing the data from a network of two or more detectors
simultaneously. If a network of GW detectors is sufficiently spread apart on the globe, and the noise in each
detector can be assumed to be independent of all the others, then we may use a coherent analysis that combines the
data from all the detectors to reduce the noise background to near-Gaussian levels. Signals that are identified as
plausible GW events can be localized to a particular sky location using triangulation between the detectors in the
network. In this section, I present an outline of coherent analysis methods for gravitational wave data, especially in
the context of searches for GWs associated with gamma-ray bursts. The algorithm that implements these methods
is known as X-pipeline [56, 57], and it has been used in searches for unmodeled GW bursts associated with GRBs
for the past several years [58, 53].

5.1. Coherent Searches

In the presence of a signal, the data stream from a given detector can be written as a sum of a GW strain, h, plus
a noise vector n. Gravitational radiation is quadrupolar with two polarizations, h+ and h⇥. Gravitational wave
observatories have different sensitivity to each polarization depending on the relative sky position of the source;
these antenna factors are written F+
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Given that detector noise can be assumed to uncorrelated between detectors, the vector n has an identity
covariance matrix, which is invariant under change of orthonormal basis. Hence we are free to construct a new
orthonormal basis using the space spanned by the F+ and F⇥ vectors; a data vector d which is purely due to a
GW signal will lie somewhere on the hyperplane defined by F+ and F⇥. The unit vectors of the hyperplane are
e+ = F+/|F+| and e⇥ = F⇥/|F⇥|. We can construct a null vector orthogonal to the (e+, e⇥) hyperplane
using the vector cross product, en = e+ ⇥ e⇥. These vectors can be used to find projections of the data vector d
along which we would expect a linearly polarized GW signal from the sky location of the GRB, (e+,⇥ · d), or we

Challenges: 
• degeneracy between luminosity distance DL and source inclination  
• degeneracy between redshift and chirp mass M 

Proposed solutions: 
• Use known distribution of neutron star masses as prior on M (Taylor et al. arXiv:

1108.5161) 
• Use galaxy catalog as prior on DL (del Pozzo arXiv:1108.1317) 
• Use short GRBs to fix inclination, EM followup observations to measure redshift of 

host galaxy (Nissanke et al. arXiv:0904.1017) 

Can measure H0 to ~10% with ~dozens of events.
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Analysis Procedure

GRB events are collected from the GCN alerts, 
plus the IPN catalog. 

Two complementary analyses are performed:  
• A template-based search for modeled 

signals (BNS, NSBH) from short GRBs 
• An unmodeled search for any coherent 

short-duration coherent, from all GRBs 

Data around each GRB are searched with 
no assumptions for redshift, burst luminosity 
or spectral hardness.  Sources are 
assumed to have small inclination angles. 

Localizations from Fermi GBM require a sky 
tiling procedure to account for the phase 
delay across the error region.
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GRB Sky Localization - What if you miss?
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GRB Sky Localization - Check the search grid delay tolerance



GRB Physics



Vela 4A Event – July 2 1967

Omnidirectional gamma-ray detectors 
to verify test-ban treaty. 

Addition of more satellites allowed for 
rough sky localization  
(not terrestrial —> declassify!)

GRB Discovery



Compton Gamma Ray Observatory (CGRO), with the Burst and 
Transient Source Experiment (BATSE). 

Launched in 1991.  BATSE had 4pi sky coverage, 20 to >600 keV 
sensitivity.

GRB Detections



Isotropic Distribution



Short timescale variability

Fourth BATSE Catalog, 
arXiv:astro-ph/9903205 



Two populations

Hjorth et al., Nature 437, 7060  



Unambiguous Extragalactic Origin - BeppoSAX mission

GRB 970228 
T90 = 80sec 
z=0.695 (2.5 Gpc) 



Association with Supernovae Type Ib,c

GRB 980425 / SN1998bw (Ic) 
T90 = 30sec 
z=0.0085 (36 Mpc – still the 
closest GRB on record) 



Bersier 2010

Long GRBs are associated with Type Ib/c supernovae: 
core collapse in massive, rapidly rotating stars

Astronomy 101 Review



Rezzolla et al. arxiv:1101.4298 

Evidence for jets from BNS numerical simulations



Swift BAT: arcminute localization Fermi GBM: several deg localization

Current Gamma-ray Satellite Missions

Also, the InterPlanetary Network (IPN): high latency, very accurate.



Swift Burst Alert Telescope: 
Coded mask, 50% occulted by 5x5mm Pb tiles 

Localizing transient gamma-ray sources is a significant 
challenge.  Swift relies on rough localization to point x-ray and 
optical telescopes that search for an afterglow. 

Localizing Gamma-ray Sources



Swift – First Localization of a short GRB

z=0.225 (900 Mpc) 
Gehrels et al., Nature 437, 6 

“There may be more than one origin of short 
GRBs, but this particular short event has a 
high probability of being unrelated to star 
formation and of being caused by a binary 
merger.”

galaxy 2MASX J12361286þ2858580 (ref. 10) at a redshift of 0.225
(ref. 11), which is located in the cluster NSC J123610þ285901
(refs 12, 13). This is a luminous giant elliptical galaxy; its 2 Micron
All Sky Survey (2MASS) magnitude of K ¼ 14.1 corresponds to a
luminosity of 4 £ 1011 L( < 3L*, where L( is the luminosity of the
Sun and L* is the luminosity of a typical galaxy, assuming standard
cosmology. Our Chandra image shows that this is the central
dominant galaxy in one of two merging subclusters in this bimodal
cluster. Although caution is always prudent for a posteriori statistics,
the associationwith this galaxy seems unlikely to be coincidental. The
probability of a random location being within 10 00 of a galaxy with
an apparent magnitude at least this bright is ,1023. Moreover,
galaxies this luminous are relatively rare; the comoving number
density14 of galaxies at least this luminous is ,5 £ 1025Mpc23; the
probability of lying within 10 00 of a randomly located one at
z # 0.225 is ,1024. Note that this is the first GRB of ,80 with
accurate optical localizations to be near a bright elliptical on the
sky.
The likely association between GRB 050509B and 2MASX

J12361286þ2858580 is difficult to understand if the GRB resulted
from any mechanism involving recent star formation. The galaxy
type for the suggested host galaxy is very different from those found
for long GRBs; their hosts are typically subluminous and blue15 and
show strong emission lines associated with star formation16. As is true
of most giant ellipticals in clusters, 2MASX J12361286þ2858580 has
no indications of ultraviolet or optical line emission10. Our UVOT
images clearly detect the galaxy in the optical, but not in the

ultraviolet (UVM2 220-nm and UVW2 188-nm filters), as expected
for an elliptical galaxy—implying little or no contribution from
young, hot stars. The 3j upper limit at 188 nm gives a limit to the
star-formation rate17 of ,0.2M( yr21, where M( is the mass of the
Sun. It is improbable that we will find a massive-star core collapse or
young magnetar in this galaxy. In addition, the isotropic energy of
1.1 £ 1048k erg (15–150 keV, z ¼ 0.225, where the k-correction factor
is typically 1 to 10) is.102 times higher than that of the 27 December
2004 giant flare from SGR 1806220 (refs 18, 19). Thus, it is unlikely
that this burst was an SGR-type flare.
On the other hand, 2MASX J12361286þ2858580 is a very propi-

tious site for a neutron star–neutron star or neutron star–black hole
merger. As Chandra observations have shown20, giant ellipticals,
especially those dominant in their cluster, have large populations
of low-mass X-ray binaries containing accreting neutron stars and
black holes. Further, a high fraction (*50%) of the low-mass X-ray
binaries in ellipticals are located in globular clusters21 because close
binary systems containing at least one compact object can easily be
formed dynamically in globular clusters. Although there is less direct
evidence that close neutron star–neutron star binaries can form
easily in globular clusters, the double-neutron-star system
PSRB2127þ11C in the Galactic globular cluster M15 is an example
of such a binary22, and has amerger lifetime of,2 £ 108 yr. In fact, of

Figure 1 | Optical images of the region of GRB 050509B showing the
association with a large elliptical galaxy. The Digitized Sky Survey image.
The large red circle is the BAT position error circle, and the smaller blue
circle is the XRT position error circle. The BAT position is 12 h 36m18 s,
þ288 59 0 28 00 (J2000) with a 2.3 0 error radius (90% containment). The XRT,
operating in its most sensitive ‘photon counting’mode, derived a position of
12 h 36m13.58 s, þ288 59 0 01.3 00 (J2000), with a positional accuracy of 9.3 00

(90% containment radius; larger than the typical XRT 4 00 accuracy, owing to
weakness of burst). This position takes into account the low counting
statistics, cluster emission in the field and astrometric corrections10 to the
2MASS coordinate system. Many of the extended objects are likely to be
galaxies in the cluster NSC J123610þ28590131. The inset shows a blow-up
of the region of the XRTerror circle from an R-band image obtained8 using
FORS2 on the 8.2-m VLT-Antu telescope at the European Southern
Observatory/Paranal on 11 May UT, 1.85 days after the burst. The extended
source to the right (west) is the luminous elliptical galaxy 2MASX
J12361286þ285858026, which we suggest to be the likely host of the burst.
Other objects in the error circle are not identified, but appear to be faint
galaxies either associated with the same cluster as the elliptical galaxy or at
higher redshift. The VLT image consists of fifteen 3-min frames taken under
good conditions (,1 00 seeing).

Figure 2 | BAT light curves for the short GRB 050509B, showing the short
duration of this GRB. The light curves are given in four photon energy
bands with the band identified in the upper right of each panel. The peak has
a duration of 40 ^ 4ms (90% containment of counts). There is no
detectable emission except from T230ms to Tþ30ms, confirming the
‘short’ aspect of this burst. The successful trigger criterion for the GRB was
in the 25–100 keV band. The peak count rate measured by BAT is
,2,100 counts s21 in the 15–150 keV band at Tþ5ms. The BAT data (40ms
of data centred on Tþ23ms) are well fitted by a simple power-law model
with a photon index of 1.5 ^ 0.4, a normalization at 50 keVof
(2.0 ^ 0.5) £ 1022 photons cm22 s21 keV21 and a peak flux of
2.53 ^ 0.33 photons cm22 s21 (all in 15–150 keVand 90% confidence level).
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(refs 12, 13). This is a luminous giant elliptical galaxy; its 2 Micron
All Sky Survey (2MASS) magnitude of K ¼ 14.1 corresponds to a
luminosity of 4 £ 1011 L( < 3L*, where L( is the luminosity of the
Sun and L* is the luminosity of a typical galaxy, assuming standard
cosmology. Our Chandra image shows that this is the central
dominant galaxy in one of two merging subclusters in this bimodal
cluster. Although caution is always prudent for a posteriori statistics,
the associationwith this galaxy seems unlikely to be coincidental. The
probability of a random location being within 10 00 of a galaxy with
an apparent magnitude at least this bright is ,1023. Moreover,
galaxies this luminous are relatively rare; the comoving number
density14 of galaxies at least this luminous is ,5 £ 1025Mpc23; the
probability of lying within 10 00 of a randomly located one at
z # 0.225 is ,1024. Note that this is the first GRB of ,80 with
accurate optical localizations to be near a bright elliptical on the
sky.
The likely association between GRB 050509B and 2MASX

J12361286þ2858580 is difficult to understand if the GRB resulted
from any mechanism involving recent star formation. The galaxy
type for the suggested host galaxy is very different from those found
for long GRBs; their hosts are typically subluminous and blue15 and
show strong emission lines associated with star formation16. As is true
of most giant ellipticals in clusters, 2MASX J12361286þ2858580 has
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2MASS coordinate system. Many of the extended objects are likely to be
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of the region of the XRTerror circle from an R-band image obtained8 using
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Other objects in the error circle are not identified, but appear to be faint
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higher redshift. The VLT image consists of fifteen 3-min frames taken under
good conditions (,1 00 seeing).

Figure 2 | BAT light curves for the short GRB 050509B, showing the short
duration of this GRB. The light curves are given in four photon energy
bands with the band identified in the upper right of each panel. The peak has
a duration of 40 ^ 4ms (90% containment of counts). There is no
detectable emission except from T230ms to Tþ30ms, confirming the
‘short’ aspect of this burst. The successful trigger criterion for the GRB was
in the 25–100 keV band. The peak count rate measured by BAT is
,2,100 counts s21 in the 15–150 keV band at Tþ5ms. The BAT data (40ms
of data centred on Tþ23ms) are well fitted by a simple power-law model
with a photon index of 1.5 ^ 0.4, a normalization at 50 keVof
(2.0 ^ 0.5) £ 1022 photons cm22 s21 keV21 and a peak flux of
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The host galaxies of short GRBs are older (elliptical, irregular); sGRBs originate in non-
star-forming regions 

Short GRBs tend to have larger offsets from the center of their host, consistent with kicks 
received in formation of NS-NS binaries. 

Fong et al., arXiv:0909.1804

Short GRBs – Swift-era Localizations
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Short GRBs – Swift-era Localizations – Redshift observations
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Figure 4:

The redshift distribution of short GRBs (black) and long GRBs (gray). The open histogram marks redshift
upper limits based on the lack of a Lyman-α break in afterglow and/or host galaxy optical detections.
The inset shows the redshift distribution of short GRBs separated by host galaxy type, which exhibits no
discernible difference between early-type (red) and late-type (blue) hosts.

2007; O’Shaughnessy, Belczynski & Kalogera 2008). Studies of the first few short GRB host galaxies from
2005, led several groups to conclude that early-type galaxies dominate the sample at a ratio of about 2:1,
and that the progenitors are therefore exceedingly old, with a characterstic age of ∼ 5 − 10 Gyr (Prochaska
et al. 2006, Nakar 2007, Gal-Yam et al. 2008).
A different conclusion is reached by Fong et al. (2013) in a study of the short GRB host galaxy demo-

graphics using a much larger sample of 36 events. These authors find that regardless of various cuts on
the sample, only ∼ 20% of the hosts are early-type galaxies (Figure 5; see also Leibler & Berger 2010).
This result is robust when considering only events with sub-arcsecond positions, when including those with
XRT positions, or when restricting the sample according to the duration-hardness analysis of Bromberg
et al. (2013). The dominance of late-type galaxies indicates that the short GRB rate does not depend on
stellar mass alone, and is instead influenced by recent star formation activity. Comparing the observed rel-
ative fraction of early- and late-type hosts to the theoretical predictions of Zheng & Ramirez-Ruiz (2007)
leads to a power law delay time distribution of P(τ) ∝ τ−1.
An additional clue to the role of star formation in the short GRB rate is the identification of two short

GRB hosts as luminous and ultra-luminous infrared galaxies (U/LIRG). GRB 100206A is associated with

Short-Duration Gamma-Ray Bursts 19
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Short GRBs – No SNe Association, to Deep Limits



Explains a number of observed features: millisecond structure, afterglows, 
prompt optical flashes.  Is agnostic regarding the central engine.

The Fireball Model



Courtesy W. Fong

Relativistic Beaming



Piran, astro-ph/0405503

Jet breaks are a geometric effect – should 
be seen across all wavelengths/
frequencies (“achromatic”). 

A crucial parameter when calculating 
rates. 

Includes assumptions of the density of the 
interstellar medium and the adiabatic 
expansion of the jet (which determines the 
evolution of the Lorentz factor)

Jet Breaks

8.4 Jets and Implications for the Energy Scale and Event Rates

The collimation of GRB outflows has direct implications for the true energy scale and event rate, as well as
for our understanding of the energy extraction mechanism. The signature of collimation in GRB afterglows
is the so-called jet break that occurs at the time (t j) when the bulk Lorentz factor of the outflow declines
to Γ(t j) ≈ 1/θ j (Rhoads 1999; Sari, Piran & Halpern 1999). The break is due to a combination of an edge
effect, when the entire emitting surface of the jet becomes visible, and sideways expansion of the outflow.
Together, these effects lead to a change in the evolution of the synchrotron spectrum. In particular, at
frequencies above the spectral peak (ν ∼> νm) the jet break is manifested as a steepening in the decline rate
from roughly Fν ∝ t−1 to Fν ∝ t−p. This is relevant for the optical and X-ray bands. In the radio band,
which is located below νm for typical jet break timescales, the evolution transitions from a mild rise to a
shallow decline, subsequently followed by Fν ∝ t−p when νm declines below the radio band. Since the jet
break is due to relativistic and hydrodynamic effects, it is expected to be achromatic from radio to X-rays.
The relation between the jet break time and opening angle is given by (Sari, Piran & Halpern 1999):

θ j = 0.13
( t j,d
1 + z

)3/8 ( n0
E52

)1/8

(6)

In the case of long GRBs, there is ample evidence for jet collimation based on the detection of jet breaks
in the X-rays, optical, and/or radio on a wide range of timescales (Harrison et al. 1999; Bloom, Frail &
Sari 2001; Frail et al. 2001; Panaitescu & Kumar 2002; Berger, Kulkarni & Frail 2003). The resulting jet
opening angles are mainly in the range θ j ≈ 3−10◦, with some events extending to about 20◦ (Bloom, Frail
& Sari 2001; Frail et al. 2001; Berger, Kulkarni & Frail 2003). The typical beaming correction factor is
therefore fb ≡ [1− cos(θ j)] ≈ 6×10−3. This leads to a two orders of magnitude downward correction in the
energy scale, with a resulting typical value of Eγ ∼ EK ∼ few × 1051 erg (Bloom, Frail & Sari 2001; Frail
et al. 2001; Berger, Kulkarni & Frail 2003), albeit with a spread of about an order of magnitude (Soderberg
et al. 2006b, Cenko et al. 2011). Similarly, the upward correction to the long GRB rate is f −1b ∼ 10

2.
The information on jet breaks in short GRBs is more sparse, and with the exception of GRB 130603B

(Fong et al. 2013), the claimed breaks have not been detected in multiple wave-bands that can confirm the
expected achromatic behavior. The key challenge for jet break detections is the faintness of short GRB
afterglows, which typically fade below detectable levels on a day timescale, translating to a weak constraint
of θ j ∼> 3

◦ if no break is observed (Fong et al. 2012).
Despite this observational challenge, there are a few credible detections of jet breaks so far. GRB051221A

was the first short GRB with evidence for collimation based on a break in its X-ray light curve at about 5
d, with the expected steepening to a power law index of αX ∼< −2 (Burrows et al. 2006, Soderberg et al.
2006a). The inferred opening angle is θ j ≈ 6− 8◦ (Soderberg et al. 2006a), similar to the opening angles of
long GRBs. GRB 111020A similarly exhibited a break in its X-ray light curve, at about 2 d, leading to an
inferred opening angle of θ j ≈ 3 − 8◦ (Fong et al. 2012); the larger uncertainty compared to GRB 051221A
is due to the unknown redshift of this burst. Most recently, GRB 130603B exhibited a significant break in
its optical light curve at about 0.45 d, accompanied by a decline in the radio band that matches the expecta-
tions of a post-jet break behavior (Fong et al. 2013). The inferred opening angle is θ j ≈ 4 − 8◦ (Fong et al.
2013). A potential break was also noted in the optical light curve of GRB090426 at about 0.4 d, with a
steep decline typical of post jet break evolution (Nicuesa Guelbenzu et al. 2011), and an inferred opening
angle of θ j ≈ 4◦.
In addition to these likely breaks, there are also several meaningful lower limits on jet opening angles.

X-ray observations of GRB 050724 with Swift/XRT and Chandra revealed no break to about 22 d, leading
to an inferred lower limit of θ j ∼> 20

◦ (Grupe et al. 2006). The optical afterglow of GRB 050709 exhibited
potential steepening at about 10 d based on a single data point (Fox et al. 2005), which if attributed to a

40 Edo Berger

Berger, arXiv:1311:2603
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5-10deg beaming of short GRBs implies rate of ~300 Gpc^3 yr^-1.  This is 
consistent with NS-NS population studies, *IF* all short GRBs are from binary 
mergers.

Short GRB Rates and BNS/NSBH Populations
Short GRB 130603B 7

in GRB 130603B.
We note that of the ≈ 10 short GRBs with X-ray obser-

vations to δt ! 1 d, two events, GRBs 050724 and 080503,
also exhibited late-time X-ray excess emission on timescales
of δt ∼ 1! 2 d (Grupe et al. 2006; Perley et al. 2009). How-
ever, unlike GRB 130603B, these bursts both had corre-
sponding behavior in the optical bands (Malesani et al. 2007;
Perley et al. 2009), suggesting that the optical and X-ray
emission were from the same emitting region.

6. COMPARISON TO PREVIOUS SHORT GRBS
The broad-band afterglow observations of GRB 130603B

provide the second detection of a multi-wavelength jet break
in a short GRB, and the first detection of a jet break in
the radio band. Radio afterglow emission has thus far been
detected in two short GRBs: GRB 050724A (Berger et al.
2005), GRB 051221A (Soderberg et al. 2006). The ability to
monitor the radio afterglow of GRB130603B at a flux density
level of " 0.1 mJy highlights the improved sensitivity of the
VLA.
Indeed, the radio evolution can provide an important

constraint on the progenitor. In the context of the com-
pact object binary progenitor, the radioactive decay of r-
process elements in the sub-relativistic merger ejecta is pre-
dicted to produce transient emission, termed a “kilonova”
(Li & Paczyński 1998; Metzger et al. 2010; Goriely et al.
2011; Roberts et al. 2011; Rosswog et al. 2013), which is ex-
pected to peak in the NIR (Barnes & Kasen 2013; Kasen et al.
2013; Tanaka & Hotokezaka 2013). Late-time NIR emis-
sion in GRB 130603B detected with the Hubble Space Tele-
scope (Figure 2; Berger et al. 2013; Tanvir et al. 2013) has
been interpreted as the first detection of a r-process kilonova.
An alternative scenario to explain the excess NIR emission
of GRB 130603B may be a wide, mildly relativistic com-
ponent of a structured jet (Jin et al. 2013) which has been
used to explain the light curve behavior of a handful of long
GRBs (e.g., Berger et al. 2003; Sheth et al. 2003; Peng et al.
2005; Racusin et al. 2008). In this scenario, the predicted
radio emission is similarly boosted, and will be ≈ 80µJy at
δt ≈ 84 d, the time of our final radio observations (Jin et al.
2013). Instead, the non-detection of any radio emission to
" 34µJy provides a strong constraint on the existence of a
two component jet, and supports the kilonova interpretation
of the NIR emission.
The detection of a jet break in GRB130603B leads

to an opening angle measurement of 4 ! 14◦, with a
more likely range of 4 ! 8◦. This opening angle is
the fourth10 such measurement for a short GRB after
GRB051221A (7◦; Soderberg et al. 2006), GRB090426 (5!
7◦; Nicuesa Guelbenzu et al. 2011), and GRB 111020A (3 !
8◦; Fong et al. 2012). From these four short GRB opening
angle measurements, the median is ⟨θ j⟩ ≈ 6◦ (Figure 3).
The non-detections of jet breaks can provide lower lim-

its on the opening angles, assuming on-axis orientation,
as off-axis observing angles could disguise jet breaks
(van Eerten & MacFadyen 2012, 2013). Indeed, such non-
detections to timescales of ∼ 1 day with Swift/XRT have
led to lower limits of θ j ! 2 ! 6◦ (Fong et al. 2012), while
monitoring with more sensitive instruments such as Chan-
dra and XMM-Newton to timescales of ∼ 1 week has led to
more meaningful limits of θ j ! 10!25◦ (Figure 3; Fox et al.
11 We note that Nicuesa Guelbenzu et al. (2012) claimed a jet break in the

GRB090305A afterglow but this is based on a single optical data point.
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Figure 3. Distribution of opening angles for long (red) and short
(blue) GRBs, updated from Fong et al. (2012). Arrows represent up-
per and lower limits. The long GRB population includes pre-Swift
(Frail et al. 2001; Berger et al. 2003; Bloom et al. 2003; Ghirlanda et al.
2004; Friedman & Bloom 2005), Swift (Racusin et al. 2009; Filgas et al.
2011), and Fermi (Cenko et al. 2010; Goldstein et al. 2011; Cenko et al.
2011) bursts. For short GRBs, the existing measurements are GRB051221A
(7◦; Soderberg et al. 2006), GRB 090426 (5 ! 7◦, assigned 6◦ here;
Nicuesa Guelbenzu et al. 2011), GRB111020A (3 ! 8◦, assigned 5.5◦ here;
Fong et al. 2012) and GRB 130603B (4 ! 8◦, assigned 6◦ here; this work).
Short GRB lower limits are from the non-detection of jet breaks in Swift/XRT
data (Fong et al. 2012), Chandra data for GRBs 050724A (Grupe et al.
2006), 101219A (Fong et al. 2013), 111117A (Margutti et al. 2012a;
Sakamoto et al. 2013), and 120804A (Berger et al. 2013) and optical data
for GRBs 050709 (Fox et al. 2005) and 081226A (Nicuesa Guelbenzu et al.
2012).

2005; Grupe et al. 2006; Berger et al. 2013). The search for
jet breaks has been less fruitful in the optical bands, pri-
marily due to the intrinsic faintness of the optical after-
glows and contamination from host galaxies. Indeed, the
sole lower limit from a well-sampled optical light curve is
from GRB 081226A, with θ j ! 3◦ (Nicuesa Guelbenzu et al.
2012), while we conservatively adopt a lower limit of θ j! 15◦
for GRB 050709 based on a sparsely-sampled optical light
curve (Fox et al. 2005). Using the measured opening angles
and lower limits of! 10!25◦, a likely median for short GRBs
is ⟨θ j⟩ ≈ 10◦.
The opening angle distribution of short GRBs impacts

the true energy scale and event rate. The true energy is
lower than the isotropic-equivalent value by the beaming
factor, fb ( fb ≡ 1 ! cos(θ j), E = fbEiso), while the actual
event rate is increased by f !1b . For GRB 130603B, with
an opening angle of ≈ 4 ! 8◦, the resulting beaming factor
is fb ≈ (0.2 ! 1)× 10!2. Therefore, the true energies are
Eγ ≈ (0.5 ! 2)× 1049 erg and EK ≈ (0.1 ! 1.6)× 1049 erg.
The small population of short GRBs with well-constrained
opening angles have beaming-corrected energies of Eγ ≈
EK ≈ 1049 erg (Soderberg et al. 2006; Burrows et al. 2006;
Grupe et al. 2006; Fong et al. 2012; Nicuesa Guelbenzu et al.
2012), roughly two orders of magnitude below the inferred
true energies for long GRBs (Frail et al. 2001; Bloom et al.
2003; Kocevski & Butler 2008; Racusin et al. 2009).
The true event rate is elevated compared to the observed

rate by f !1b . The current estimated observed short GRB
volumetric rate is ≈ 10 Gpc!3 yr!1 (Nakar et al. 2006).
For a median opening angle of ≈ 10◦, the median in-



GRB 130603B – kilonova detection
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Figure 1 HST imaging of the location of SGRB 130603B. The host is well resolved 

and displays a disturbed, late-type morphology.  The position (coordinates RAJ2000 = 11 

28 48.16, DecJ2000 = +17 04 18.2) at which the SGRB occurred (determined from 

ground-based imaging) is marked as a red circle, lying slightly off a tidally distorted 

spiral arm.  The left-hand panel shows the host and surrounding field from the higher 

resolution optical image. The next panels show in sequence the first epoch and second 

epoch imaging, and difference (upper row F606W/optical and lower row F160W/nIR).  

The difference images have been smoothed with a Gaussian of width similar to the psf, 

to enhance any point-source emission. Although the resolution of the nIR image is 

inferior to the optical, we clearly detect a transient point source, which is absent in the 

optical. 
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Figure 2 Optical, near infrared (left axis) and X-ray (right axis) light curves of 

SGRB 130603B. Upper limits are 2! and error bars 1!. The optical data (gri bands) 

have been interpolated to the F606W band and the nIR data to the F160W band using an 

average spectral energy distribution at !0.6 days (see Supplementary Information). HST 

epoch 1 points are bold symbols. The optical afterglow decays steeply after the first 

!0.3 days, and is modelled here as a smoothly broken power-law (dashed blue line). We 

note that the complete absence of late-time optical emission also places a limit on any 

separate 56Ni driven decay component. The 0.3–10 keV X-ray data29 are also consistent 

with breaking to a similarly steep decay (the dashed black line shows the optical light 

curve simply rescaled to match the X-ray points in this time frame), although the source 

dropped below Swift sensitivity by ~48 hr post-burst. The key conclusion from this plot 

Tanvir et al. arxiv:1306.4971
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Very faint – needs Hubble or 
next-generation wide field 

telescopes to reliably observe

Jet break – implies 6 
deg opening angle!


