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Gravitational waves
28 Weisberg and Taylor

Figure 1. Orbital decay of PSR B1913+16. The data points indicate the
observed change in the epoch of periastron with date while the parabola il-
lustrates the theoretically expected change in epoch for a system emitting
gravitational radiation, according to general relativity.

Weisberg & Taylor (2005)

http://adsabs.harvard.edu/abs/2005ASPC..328...25W
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2. Gravitational waves

The essence of general relativity is that mass and energy
produce a curvature of four-dimensional space–time, and that
matter moves in response to this curvature. The Einstein
field equations prescribe the interaction between mass and
space–time curvature, much as Maxwell’s equations prescribe
the relationship between electric charge and electromagnetic
fields. Just as electromagnetic waves are time-dependent
vacuum solutions to Maxwell’s equations, GWs are time-
dependent vacuum solutions to the field equations. GWs are
oscillating perturbations to a flat, or Minkowski, space–time
metric, and can be thought of equivalently as an oscillating
strain in space–time or as an oscillating tidal force between
free test masses.

As with electromagnetic waves, GWs travel at the
speed of light and are transverse in character, i.e. the strain
oscillations occur in directions orthogonal to the direction
in which the wave is propagating. Whereas electromagnetic
waves are dipolar in nature, GWs are quadrupolar: the strain
pattern contracts space along one transverse dimension, while
expanding it along the orthogonal direction in the transverse
plane (see figure 1). Gravitational radiation is produced
by oscillating multipole moments of the mass distribution
of a system. The principle of mass conservation rules
out monopole radiation, and the principles of linear and
angular momentum conservation rule out gravitational dipole
radiation. Quadrupole radiation is the lowest allowed form
and is thus usually the dominant form. In this case, the GW
field strength is proportional to the second time derivative
of the quadrupole moment of the source, and it falls off in
amplitude inversely with distance from the source. The tensor
character of gravity—the hypothetical graviton is a spin-2
particle—means that the transverse strain field comes in two
orthogonal polarizations. These are commonly expressed in
a linear polarization basis as the ‘+’ polarization (depicted in
figure 1) and the ‘×’ polarization, reflecting the fact that they
are rotated 45◦ relative to one another. An astrophysical GW
will, in general, be a mixture of both polarizations.

GWs differ from electromagnetic waves in that they
propagate essentially unperturbed through space, as they
interact only very weakly with matter. Furthermore, GWs
are intrinsically non-linear, because the wave energy density
itself generates additional curvature of space–time. This
phenomenon is only significant, however, very close to strong
sources of waves, where the wave amplitude is relatively
large. More usually, GWs distinguish themselves from
electromagnetic waves by the fact that they are very weak.
One cannot hope to detect any waves of terrestrial origin,
whether naturally occurring or manmade; instead one must
look for very massive compact astrophysical objects, moving
at relativistic velocities. For example, strong sources of GWs
that may exist in our galaxy or nearby galaxies are expected to
produce wave strengths on Earth that do not exceed strain levels
of one part in 1021. Finally, it is important to appreciate that
GW detectors respond directly to GW amplitude rather than
GW power; therefore the volume of space that is probed for
potential sources increases as the cube of the strain sensitivity.

time

h

Figure 1. A GW traveling perpendicular to the plane of the diagram
is characterized by a strain amplitude h. The wave distorts a ring of
test particles into an ellipse, elongated in one direction in one
half-cycle of the wave, and elongated in the orthogonal direction in
the next half-cycle. This oscillating distortion can be measured with
a Michelson interferometer oriented as shown. The length
oscillations modulate the phase shifts accrued by the light in each
arm, which are in turn observed as light intensity modulations at the
photodetector (green semi-circle). This depicts one of the linear
polarization modes of the GW.

3. LIGO and the worldwide detector network

As illustrated in figure 1, the oscillating quadrupolar strain
pattern of a GW is well matched by a Michelson interferometer,
which makes a very sensitive comparison of the lengths of
its two orthogonal arms. LIGO utilizes three specialized
Michelson interferometers, located at two sites (see figure 2):
an observatory on the Hanford site in Washington houses
two interferometers, the 4 km-long H1 and 2 km-long H2
detectors; and an observatory in Livingston Parish, Louisiana,
houses the 4 km-long L1 detector. Other than the shorter
length of H2, the three interferometers are essentially identical.
Multiple detectors at separated sites are crucial for rejecting
instrumental and environmental artifacts in the data, by
requiring coincident detections in the analysis. Also, because
the antenna pattern of an interferometer is quite wide,
source localization requires triangulation using three separated
detectors.

The initial LIGO detectors were designed to be sensitive
to GWs in the frequency band 40–7000 Hz, and capable of
detecting a GW strain amplitude as small as 10−21 [2]. With
funding from the National Science Foundation, the LIGO sites
and detectors were designed by scientists and engineers from
the California Institute of Technology and the Massachusetts
Institute of Technology, constructed in the late 1990s, and
commissioned over the first 5 years of this decade. From
November 2005 to September 2007, they operated at their
design sensitivity in a continuous data-taking mode. The data
from this science run, known as S5, are being analyzed for
a variety of GW signals by a group of researchers known as
the LIGO Scientific Collaboration [4]. At the most sensitive
frequencies, the instrument root-mean-square (rms) strain
noise has reached an unprecedented level of 3 × 10−22 in a
100 Hz band.

Although in principle LIGO can detect and study GWs
by itself, the potential to do astrophysics can be quantitatively
and qualitatively enhanced by operation in a more extensive
network. For example, the direction of travel of the GWs and
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GW and EM signatures of BNS mergers
2 Metzger & Berger

of the event (Phinney 2009; Mandel & O’Shaughnessy
2010), for example an association with specific stellar
populations (e.g., Fong et al. 2010).
Motivated by the importance of EM detections, in this

paper we address the critical question: What is the most
promising EM counterpart of a compact object binary
merger? The answer of course depends on the definition
of “most promising”. In our view, a promising coun-
terpart should exhibit four Cardinal Virtues, namely it
should:

1. Be detectable with present or upcoming telescope
facilities, provided a reasonable allocation of re-
sources.

2. Accompany a high fraction of GW events.

3. Be unambiguously identifiable (a “smoking gun”),
such that it can be distinguished from other astro-
physical transients.

4. Allow for a determination of ∼ arcsecond sky posi-
tions.

Virtue #1 is necessary to ensure that effective EM
searches indeed take place for a substantial number of
GW triggers. Virtue #2 is important because a large
number of events may be necessary to build up statis-
tical samples, particularly if GW detections are rare; in
this context, ALIGO/Virgo is predicted to detect NS-
NS mergers at a rate ranging from ∼ 0.4 to ∼ 400 yr−1,
with a “best-bet” rate of ∼ 40 yr−1 (Abadie et al. 2010b;
cf. Kopparapu et al. 2008), while the best-bet rate for
detection of NS-BH mergers is ∼ 10 yr−1. Virtue #3 is
necessary to make the association with high confidence
and hence to avoid contamination from more common
transient sources (e.g., supernovae). Finally, Virtue #4
is essential to identifying the host galaxy and hence the
redshift, as well as other relevant properties (e.g., asso-
ciation with specific stellar populations).
It is important to distinguish two general strategies

for connecting EM and GW events. One approach is to
search for a GW signal following an EM trigger, either in
real time or at a post-processing stage (e.g., Finn et al.
1999; Mohanty et al. 2004). This is particularly promis-
ing for counterparts predicted to occur in temporal co-
incidence with the GW chirp, such as short-duration
gamma-ray bursts (SGRBs). Unfortunately, most other
promising counterparts (none of which have yet been in-
dependently identified) occur hours to months after co-
alescence6. Thus, the predicted arrival time of the GW
signal will remain uncertain, in which case the additional
sensitivity gained from this information is significantly
reduced. For instance, if the time of merger is known
only to within an uncertainty of ∼ hours(weeks), as we
will show is the case for optical(radio) counterparts, then
the number of trial GW templates that must be searched
is larger by a factor ∼ 104 − 106 than if the merger time
is known to within seconds, as in the case of SGRBs.

6 Predicted EM counterparts that may instead precede the
GW signal include emission powered by the magnetosphere of the
NS (e.g. Hansen & Lyutikov 2001; McWilliams & Levin 2011), or
cracking of the NS crust due to tidal interactions (e.g. Troja et al.
2010), during the final inspiral. However, given the current uncer-
tainties in these models, we do not discuss them further.

BH
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Fig. 1.— Summary of potential electromagnetic counterparts
of NS-NS/NS-BH mergers discussed in this paper, as a function
of the observer angle, θobs. Following the merger a centrifugally
supported disk (blue) remains around the central compact object
(usually a BH). Rapid accretion lasting ! 1 s powers a collimated
relativistic jet, which produces a short-duration gamma-ray burst
(§2). Due to relativistic beaming, the gamma-ray emission is re-
stricted to observers with θobs ! θj , the half-opening angle of the
jet. Non-thermal afterglow emission results from the interaction of
the jet with the surrounding circumburst medium (red). Optical af-
terglow emission is observable on timescales up to∼ days−weeks by
observers with viewing angles of θobs ! 2θj (§3.1). Radio afterglow
emission is observable from all viewing angles (isotropic) once the
jet decelerates to mildly relativistic speeds on a timescale of weeks-
months, and can also be produced on timescales of years from sub-
relativistic ejecta (§3.2). Short-lived isotropic optical emission last-
ing ∼ few days (kilonova; yellow) can also accompany the merger,
powered by the radioactive decay of heavy elements synthesized in
the ejecta (§4).

A second approach, which is the primary focus of
this paper, is EM follow-up of GW triggers. A poten-
tial advantage in this case is that counterpart searches
are restricted to the nearby universe, as determined by
the ALIGO/Virgo sensitivity range (redshift z ! 0.05−
0.1). On the other hand, a significant challenge are the
large error regions, which are estimated to be tens of
square degrees even for optimistic configurations of GW
detectors (e.g., Gürsel & Tinto 1989; Fairhurst 2009;
Wen & Chen 2010; Nissanke et al. 2011). Although it
has been argued that this difficulty may be alleviated
if the search is restricted to galaxies within 200 Mpc
(Nuttall & Sutton 2010), we stress that the number of
galaxies with L " 0.1L∗ (typical of SGRB host galax-
ies; Berger 2009, 2011b) within an expected GW error
region is ∼ 400, large enough to negate this advantage
for most search strategies. In principle the number of
candidate galaxies could be reduced if the distance can
be constrained from the GW signal; however, distance
estimates for individual events are rather uncertain, es-
pecially at that low SNRs that will characterize most de-
tections (Nissanke et al. 2010). Moreover, current galaxy
catalogs are incomplete within the ALIGO/Virgo volume
(e.g. Kulkarni & Kasliwal 2009), especially at lower lu-
minosities. Finally, some mergers may also occur outside
of their host galaxies (Berger 2010a; Kelley et al. 2010).
At the present there are no optical or radio facilities

that can provide all-sky coverage at a cadence and depth
matched to the expected light curves of EM counter-

Figure 1 of Meztger & Berger 2012
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The story so far
• Global network of 3 multi-km interferometric observatories:  

LIGO–Hanford, LIGO–Livingston, Virgo 

• During joint LIGO–Virgo science run in Summer—Fall 2010,  
sent alerts to astronomers to point telescopes 

• Detectors off-line while they are reconfigured as advanced detectors  
→ eventually 10x greater range for binary neutron stars 

• More detectors planned: KAGRA, LIGO–India

http://www.phys.ufl.edu/~bernard/IREU2008/images/
largeimages/Virgo0.jpghttp://www18.i2u2.org/elab/ligo/home/project.jsp

http://www.ligo.org/multimedia/gallery/llo-images/Aerial%201%20small.jpg

see Abadie et al. 2012, A&A 541, A155

http://sci.esa.int/science-e/www/object/index.cfm?fobjectid=40924
http://sci.esa.int/science-e/www/object/index.cfm?fobjectid=40924
http://sci.esa.int/science-e/www/object/index.cfm?fobjectid=40924


Challenge 1:
Optical counterparts of GW 
events are expected to be 
faint (R >(>) 22 mag) and 

fast (peaking at an hour–day 
time scale).

100 101 102 103 104 105 106 107

Detection Rapid localization Full parameter estimation

 GRB X-ray/optical afterglow Kilonova Radio afterglow!

t� tmerger (s)

Achieved in last science run, Abadie et al. 2012, A&A

BAYESTAR 
Singer & Price 
(in prep.)

Singer et al. (2014)

Singer et al. (2014, in prep.) 
with afterglows from Kann et al. (2011), 
afterglow models from van Eerten & MacFadyen (2011), 
kilonova models from Barnes & Kasen (2013), 
and precursor models from Metzger et al. (2015)

http://dx.doi.org/10.1088/0004-637X/795/2/105
http://dx.doi.org/10.1088/0004-637X/734/2/96
http://dx.doi.org/10.1088/2041-8205/733/2/L37
http://10.1088/0004-637X/775/1/18
http://dx.doi.org/10.1093/mnras/stu2225


GW events are expected to 
be poorly localized, starting 
at ≈600 deg2 in 2015 and 
reaching ~10 deg2 late in 

the decade.

0 1 2 3 4 5⇥10�3

prob. per deg2

Singer et al. (2014), ApJ 
http://www.ligo.org/scientists/first2years

Challenge 2:

http://dx.doi.org/10.1088/0004-637X/795/2/105
http://www.ligo.org/scientists/first2years


The major pieces of a search for optical counterparts of LIGO/Virgo 
compact binary mergers, including detection, rapid parameter estimation, 
and the search for optical counterparts with the Palomar Transient Factory.

My thesis:
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GRB X-ray/opt. afterglow kilonova radio afterglow…

Offline LSC/Virgo CBC search
“Deep PE”, SpinTaylorT4 waveforms



t-tmerger (s)

GRB X-ray/opt. afterglow kilonova radio afterglow…

First online LSC/Virgo search (S6/VSR2/3)
MBTA, rapid sky localization (“Timing++”)

Abadie et al. (2012)

http://dx.doi.org/10.1051/0004-6361/201218860
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GRB X-ray/opt. afterglow kilonova radio afterglow…

My thesis!
GSTLAL, BAYESTAR 

demonstrated in LSC/Virgo 
engineering runs
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GRB X-ray/opt. afterglow kilonova radio afterglow…

Possible due to my thesis work 
(though requires modifications to LSC/
Virgo data acquisition infrastructure)
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GRB X-ray/opt. afterglow kilonova radio afterglow…

Possible due to my thesis work 
(though requires modifications to LSC/
Virgo data acquisition infrastructure)

Image: Minority Report
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Detection
time=1035855062.0239 s
SNR=5.01
mchirp=1.211
phase=0.15 rad

time=1035855062.0151 s
SNR=8.64
mchirp=1.211
phase=-0.12 rad

time=1035855062.0344 s
SNR=7.91
mchirp=1.211
phase=-0.43 rad

〈      〉
〈      〉

Strain transduced by detectors

symm. mass ratio, spins...

Matched filter

also: data quality, vetoes, aggregate 
data to analysis clusters

sliding dot product of strain data w/ 
sampling of all possible inspiral 

signals

Triggering, coincidence
excursion in matched filter 
signal-to-noise ratio (SNR) at 

similar times in all detectors

V1

H1

L1



Vivien Raymond, <http://www.ligo.caltech.edu/~vraymond/>

• Input: strain time series from all detectors

• Stochastically sample from parameter 
space, compute overlap of signal with data 
in each detector

V1

H1

L1

• Sample distribution converges to posterior

• Can be computationally expensive

• Takes hours to days, currently

Bayesian Markov-chain Monte Carlo

http://www.ligo.caltech.edu/~vraymond/
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〈      〉

Triangulation
time=1035855062.0239 s
SNR=5.01
mchirp=1.211
phase=0.15 rad

time=1035855062.0151 s
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time=1035855062.0344 s
SNR=7.91
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symm. mass ratio, spins...

V1

H1

L1

See also: Fairhurst (2009), Fairhurst (2011)

http://dx.doi.org/10.1088/1367-2630/11/12/123006
http://dx.doi.org/10.1088/0264-9381/28/10/105021
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• Time delays & relative amplitudes 
⟹inform sky location

• Triggers = point estimates

• Statistics of estimation error

• Very fast!

http://dx.doi.org/10.1088/1367-2630/11/12/123006
http://dx.doi.org/10.1088/0264-9381/28/10/105021
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Figure 3. Schematic of LLOID pipeline illustrating signal flow. Circles with arrows represent interpolation ↑ or decimation ↓ . Circles with plus signs represent
summing junctions . Squares stand for FIR filters. Sample rate decreases from the top of the diagram to the bottom. In this diagram, each time slice contains three
FIR filters that are linearly combined to produce four output channels. In a typical pipeline, the number of FIR filters is much less than the number of output channels.

3.2.3. Early-warning Output

In the previous two sections, we described two transforma-
tions that greatly reduce the computational burden of TD fil-
tering. We are now prepared to define our detection statistic,
the early-warning output, and to comment on the computational
cost of evaluating it.

First, the sample rate of the detector data must be decimated to
match sample rates with each of the time slices. We will denote
the decimated detector data streams using a superscript “s” to
indicate the time slices to which they correspond. The operator
H ↓ will represent the appropriate decimation filter that converts
between the base sample rate f 0 and the reduced sample rate f s:

xs[k] = (H ↓x0)[k].

We shall use the symbol H ↑ to represent an interpolation filter
that converts between sample rates f s+1 and f s of adjacent time
slices,

xs[k] = (H ↑xs+1)[k].

From the combination of the time slice decomposition in
Equation (6) and the SVD defined in Equation (7), we define

the early-warning output accumulated up to time slice s using
the recurrence relation,

ρs
i [k] =

S/N from previous time slices
︷ ︸︸ ︷(
H ↑ρs+1

i

)
[k] +

Ls−1∑

l=0

vs
ilσ

s
l

︸ ︷︷ ︸
reconstruction

orthogonal fir filters
︷ ︸︸ ︷
Ns−1∑

n=0

us
l [n]xs[k − n] . (8)

Observe that the early-warning output for time slice 0, ρ0
i [k],

approximates the S/N of the original templates. The signal
flow diagram in Figure 3 illustrates this recursion relation as a
multirate filter network with a number of early-warning outputs.

Ultimately, the latency of the entire LLOID algorithm is
set by the decimation and interpolation filters because they
are generally time symmetric and slightly acausal. Fortunately,
as long as the latency introduced by the decimation and
interpolation filters for any time slice s is less than that time
slice’s delay ts, the total latency of the LLOID algorithm will be
zero. To be concrete, suppose that the first time slice, sampled
at a rate f 0 = 4096 Hz, spans times [t0, t1) = [0 s, 0.5 s),
and the second time slice, sampled at f 1 = 512 Hz, spans
[t1, t2) = [0.5 s, 4.5 s). Then the second time slice’s output,

6

Toward early-warning detection of gravitational 
waves from compact binary coalescence

Cannon et al. (2012)
(note: corresponding author)

• drive latency down

• handle data gaps efficiently

• computational budget

• first complete description 
of algorithm for literature

• improve accuracy of time, 
SNR of triggers

Real-time detection pipeline:

GSTLAL
my contributions

http://dx.doi.org/10.1088/0004-637X/748/2/136


Bonus: 
Pick off SNR from 
different sub-bands to 
create BNS merger 
early warning system



ISS-Lobster: 
Proposed 820 deg2 X-ray imager on 
International Space Station. 

Sensitivity: 
0.3–5 keV (similar to Swift XRT band) 
1.3×10-11 erg cm-2 s-1 in 2 ks 

Slew time: ~25 s 
Start looking for X-ray afterglow within 
15 seconds after a BNS merger 
detected by LIGO

Exp Astron (2013) 36:505–522 509

Lobster focusing optic

ISS-Lobster instrument on 3-axis gimbal

a

b

Fig. 2 ISS-Lobster elementsCamp et al. (2014)

http://dx.doi.org/10.1007/s10686-013-9343-4
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Time-dependent squeezing: 

Inject squeezed vacuum states into the 
interferometer to get sensitivity below 
the standard quantum limit in a narrow 
band. 

Sweep squeezing angle so that 
narrowband sensitivity follows the chirp 
signal. 

Increase LIGO’s sensitivity by 30% → 
detection rate doubled. 

Can be slightly more sensitive than 
frequency depend squeezing because 
it does not involve a lossy filter cavity.

Sensitivity curves generated with GWINC by Nic Smith

See also: 
Kimble et al. (2002) 
LSC (2011), Nature Physics 
LSC (2013), Nature Photonics

http://dx.doi.org/10.1103/PhysRevD.65.022002
http://dx.doi.org/10.1038/nphys2083
http://dx.doi.org/10.1038/nphoton.2013.177


Real-time parameter estimation:

BAYESTAR
• Bayesian position 

reconstruction for binary 
neutron star mergers

• Not Markov-chain Monte Carlo 
(MCMC), but has excellent 
agreement with MCMC so far

• Coherent analysis based on 
time, phase, and amplitude on 
arrival in all detectors

• Response time < 1 minute!
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• Bayesian position 

reconstruction for binary 
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MChirp:	  1.191	  	  

MTot:	  2.75351202488	  	  
End	  Time:	  1045019974.847648153	  	  

SNR:	  13.656	  	  
IFOs:	  H1,L1,V1	  	  
FAR:	  8.053e-‐11



Figure 5: Network sensitivity and localization accuracy for face-on BNS systems with advanced
detector networks. The ellipses show 90% confidence localization areas, and the red crosses show
regions of the sky where the signal would not be confidently detected. The top two plots show the
localization expected for a BNS system at 80Mpc by the HLV network in the 2016–17 run (left)
and 2017–18 run (right). The bottom two plots show the localization expected for a BNS system
at 160Mpc by the HLV network in the 2019+ run (left) and by the HILV network in 2022+ with
all detectors at final design sensitivity (right). The inclusion of a fourth site in India provides good
localization over the whole sky.

Estimated EGW = 10�2M�c2 Number % BNS Localized
Run Burst Range (Mpc) BNS Range (Mpc) of BNS within

Epoch Duration LIGO Virgo LIGO Virgo Detections 5 deg2 20 deg2

2015 3 months 40 – 60 – 40 – 80 – 0.0004 – 3 – –
2016–17 6 months 60 – 75 20 – 40 80 – 120 20 – 60 0.006 – 20 2 5 – 12
2017–18 9 months 75 – 90 40 – 50 120 – 170 60 – 85 0.04 – 100 1 – 2 10 – 12
2019+ (per year) 105 40 – 80 200 65 – 130 0.2 – 200 3 – 8 8 – 28

2022+ (India) (per year) 105 80 200 130 0.4 – 400 17 48

Table 1: Summary of a plausible observing schedule, expected sensitivities, and source localization
with the advanced LIGO and Virgo detectors, which will be strongly dependent on the detectors’
commissioning progress. The burst ranges assume standard-candle emission of 10�2M�c2 in GWs

at 150Hz and scale as E1/2
GW. The burst and binary neutron star (BNS) ranges and the BNS

localizations reflect the uncertainty in the detector noise spectra shown in Fig. 1. The BNS detection
numbers also account for the uncertainty in the BNS source rate density [28], and are computed
assuming a false alarm rate of 10�2 yr�1. Burst localizations are expected to be broadly similar
to those for BNS systems, but will vary depending on the signal bandwidth. Localization and
detection numbers assume an 80% duty cycle for each instrument.

16

Observing scenarios

LSC & Virgo 2013, arXiv:1304.0670

10
1

10
2

10
3

10
−24

10
−23

10
−22

10
−21

frequency (Hz)

st
ra

in
 n

o
is

e
 a

m
p
lit

u
d
e
 (

H
z−

1
/2

)

Advanced LIGO

 

 

Early (2015, 40 − 80 Mpc)
Mid (2016−17, 80 − 120 Mpc)
Late (2017−18, 120 − 170 Mpc)
Design (2019, 200 Mpc)
BNS−optimized (215 Mpc)

10
1

10
2

10
3

10
−24

10
−23

10
−22

10
−21

frequency (Hz)
st

ra
in

 n
o
is

e
 a

m
p
lit

u
d
e
 (

H
z−

1
/2

)

Advanced Virgo

 

 

Early (2016−17, 20 − 60 Mpc)
Mid (2017−18, 60 − 85 Mpc)
Late (2018−20, 65 − 115 Mpc)
Design (2021, 130 Mpc)
BNS−optimized (145 Mpc)

Figure 1: aLIGO (left) and AdV (right) target strain sensitivity as a function of frequency. The
average distance to which binary neutron star (BNS) signals could be seen is given in Mpc. Current
notions of the progression of sensitivity are given for early, middle, and late commissioning phases,
as well as the final design sensitivity target and the BNS-optimized sensitivity. While both dates
and sensitivity curves are subject to change, the overall progression represents our best current
estimates.

BNS ranges for the various stages of aLIGO and AdV expected evolution are also provided in Fig. 1.
The installation of aLIGO is well underway. The plan calls for three identical 4 km interfer-

ometers, referred to as H1, H2, and L1. In 2011, the LIGO Lab and IndIGO consortium in India
proposed installing one of the aLIGO Hanford detectors, H2, at a new observatory in India (LIGO-
India). As of early 2013 LIGO Laboratory has begun preparing the H2 interferometer for shipment
to India. Funding for the Indian portion of LIGO-India is in the final stages of consideration by
the Indian government.

The first aLIGO science run is expected in 2015. It will be of order three months in duration,
and will involve the H1 and L1 detectors (assuming H2 is placed in storage for LIGO-India). The
detectors will not be at full design sensitivity; we anticipate a possible BNS range of 40 – 80Mpc.
Subsequent science runs will have increasing duration and sensitivity. We aim for a BNS range of
80 – 170Mpc over 2016–18, with science runs of several months. Assuming that no unexpected
obstacles are encountered, the aLIGO detectors are expected to achieve a 200Mpc BNS range circa
2019. After the first observing runs, circa 2020, it might be desirable to optimize the detector
sensitivity for a specific class of astrophysical signals, such as BNSs. The BNS range may then
become 215Mpc. The sensitivity for each of these stages is shown in Fig. 1.

Because of the planning for the installation of one of the LIGO detectors in India, the installation
of the H2 detector has been deferred. This detector will be reconfigured to be identical to H1 and
L1 and will be installed in India once the LIGO-India Observatory is complete. The final schedule
will be adopted once final funding approvals are granted. It is expected that the site development
would start in 2014, with installation of the detector beginning in 2018. Assuming no unexpected
problems, first runs are anticipated circa 2020 and design sensitivity at the same level as the H1
and L1 detectors is anticipated for no earlier than 2022.

The commissioning timeline for AdV [3] is still being defined, but it is anticipated that in
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GW. The burst and binary neutron star (BNS) ranges and the BNS

localizations reflect the uncertainty in the detector noise spectra shown in Fig. 1. The BNS detection
numbers also account for the uncertainty in the BNS source rate density [28], and are computed
assuming a false alarm rate of 10�2 yr�1. Burst localizations are expected to be broadly similar
to those for BNS systems, but will vary depending on the signal bandwidth. Localization and
detection numbers assume an 80% duty cycle for each instrument.
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proposed installing one of the aLIGO Hanford detectors, H2, at a new observatory in India (LIGO-
India). As of early 2013 LIGO Laboratory has begun preparing the H2 interferometer for shipment
to India. Funding for the Indian portion of LIGO-India is in the final stages of consideration by
the Indian government.

The first aLIGO science run is expected in 2015. It will be of order three months in duration,
and will involve the H1 and L1 detectors (assuming H2 is placed in storage for LIGO-India). The
detectors will not be at full design sensitivity; we anticipate a possible BNS range of 40 – 80Mpc.
Subsequent science runs will have increasing duration and sensitivity. We aim for a BNS range of
80 – 170Mpc over 2016–18, with science runs of several months. Assuming that no unexpected
obstacles are encountered, the aLIGO detectors are expected to achieve a 200Mpc BNS range circa
2019. After the first observing runs, circa 2020, it might be desirable to optimize the detector
sensitivity for a specific class of astrophysical signals, such as BNSs. The BNS range may then
become 215Mpc. The sensitivity for each of these stages is shown in Fig. 1.

Because of the planning for the installation of one of the LIGO detectors in India, the installation
of the H2 detector has been deferred. This detector will be reconfigured to be identical to H1 and
L1 and will be installed in India once the LIGO-India Observatory is complete. The final schedule
will be adopted once final funding approvals are granted. It is expected that the site development
would start in 2014, with installation of the detector beginning in 2018. Assuming no unexpected
problems, first runs are anticipated circa 2020 and design sensitivity at the same level as the H1
and L1 detectors is anticipated for no earlier than 2022.
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with the advanced LIGO and Virgo detectors, which will be strongly dependent on the detectors’
commissioning progress. The burst ranges assume standard-candle emission of 10�2M�c2 in GWs

at 150Hz and scale as E1/2
GW. The burst and binary neutron star (BNS) ranges and the BNS

localizations reflect the uncertainty in the detector noise spectra shown in Fig. 1. The BNS detection
numbers also account for the uncertainty in the BNS source rate density [28], and are computed
assuming a false alarm rate of 10�2 yr�1. Burst localizations are expected to be broadly similar
to those for BNS systems, but will vary depending on the signal bandwidth. Localization and
detection numbers assume an 80% duty cycle for each instrument.
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ometers, referred to as H1, H2, and L1. In 2011, the LIGO Lab and IndIGO consortium in India
proposed installing one of the aLIGO Hanford detectors, H2, at a new observatory in India (LIGO-
India). As of early 2013 LIGO Laboratory has begun preparing the H2 interferometer for shipment
to India. Funding for the Indian portion of LIGO-India is in the final stages of consideration by
the Indian government.

The first aLIGO science run is expected in 2015. It will be of order three months in duration,
and will involve the H1 and L1 detectors (assuming H2 is placed in storage for LIGO-India). The
detectors will not be at full design sensitivity; we anticipate a possible BNS range of 40 – 80Mpc.
Subsequent science runs will have increasing duration and sensitivity. We aim for a BNS range of
80 – 170Mpc over 2016–18, with science runs of several months. Assuming that no unexpected
obstacles are encountered, the aLIGO detectors are expected to achieve a 200Mpc BNS range circa
2019. After the first observing runs, circa 2020, it might be desirable to optimize the detector
sensitivity for a specific class of astrophysical signals, such as BNSs. The BNS range may then
become 215Mpc. The sensitivity for each of these stages is shown in Fig. 1.

Because of the planning for the installation of one of the LIGO detectors in India, the installation
of the H2 detector has been deferred. This detector will be reconfigured to be identical to H1 and
L1 and will be installed in India once the LIGO-India Observatory is complete. The final schedule
will be adopted once final funding approvals are granted. It is expected that the site development
would start in 2014, with installation of the detector beginning in 2018. Assuming no unexpected
problems, first runs are anticipated circa 2020 and design sensitivity at the same level as the H1
and L1 detectors is anticipated for no earlier than 2022.
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Binary Neutron Star
Mock Data Challenge
100k injections, 4 months of data
GW localizations for ≈1k events
HL, 2015 & HLV, 2016 configurations
Uniformly distributed component masses
1.2 M⨀ ≤ m1,2 ≤ 1.6 M
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Image credit: NASA/Jim Grossmann
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Fermi
+ Prolific detection rate: ≈twice that of Swift 

Sakamoto et al. (2011,  ApJS 195:2), Paciesas et al. (2012,  ApJS 199:18) 

+ With LAT, access to MeV—GeV regime 
→delayed onset of GeV emission Abdo et al. (2009, Science 323:1688) 

+ Hyper-energetic bursts; strain budget of collapsar model 
Cenko et al. (2011, ApJ 732:29) 

+ GBM: all-sky monitor (~70% of sky) 

+ Strengths for detecting short-hard bursts 

- Coarse localization, ~10–100 deg2, w/o LAT (~16% of sky) 

+ Vast majority not observed outside gamma-rays!



image credit: Law et al. (2009, PASP 121, 1395)

2 N. Law et al.

Fig. 1.— An overview of the PTF project data flow.

of the sky.
Followup of detected transients is a vital component of suc-

cessful transient surveys. The P60 photometric followup tele-
scope automatically generates colors and light curves for in-
teresting transients detected using P48. The PTF collabora-
tion also leverages a further 15 telescopes for photometric
and spectroscopic followup. An automated system will col-
late detections from the Berkeley classification engine, make
them available to the various follow up facilities, coordinate
the observations, and report on the results.
This paper is organized as follows: in Section 2 we describe

the new PTF survey camera and automated observing system,
and detail the on-sky performance of the system. Section 3
discusses the initial PTF observing strategy. Section 4 de-
scribes the automated data reduction pipeline and transient
classification system, and Section 5 details the PTF followup
systems. In Section 6 we conclude by describing PTF’s first
confirmed optical transient detections.

2. THE PTF SURVEY SYSTEM: P48 + THE PTF SURVEY CAMERA
The P48 telescope is a wide-field Schmidt with a 48-inch

aperture, a glass corrector plate and a 72-inch (f/2.5) mirror
(Harrington 1952). The telescope performed both Palomar
Sky Surveys (POSS I and POSS II; Reid et al. (1991)), and re-
cently completed the Palomar-Quest digital synoptic sky sur-
vey (Djorgovski et al. 2008), before the start of PTF modifi-
cations in autumn 2008.
The PTF survey camera (Figure 2) is based on the CFH12K

camera (Cuillandre et al. 2000). The camera was extensively
re-engineered by Caltech Optical Observatories for faster
readout, closed-cycle thermal control, and robust survey op-
eration. The CCD focal plane was untouched but the rest of
the camera was modified for reliable and low-cost operation
on the P48. Primary requirements for the design, in addition
to the mechanical and optical modifications required for oper-
ation on P48, were to reduce the operation cost of the camera,
to minimize the beam obstruction, and to increase the readout
speed for PTF operations.
The P48 telescope optics are significantly faster than the

CFHT, leading to stringent requirements on the camera’s
CCD array flatness and optical quality. The low-operation-
cost requirement led to swapping the camera cooling system
from a LN2 system to a CryoTiger closed-cycle cooler. The
camera was also upgraded with a new precision shutter and
filter-changer assembly. The telescope was refurbished for
operation with PTF and a new queue-scheduling automated
observatory control system was implemented.

TABLE 1
The specifications of the PTF survey system

P48 survey characteristics
Telescope Palomar 48-inch (1.2m) Samuel Oschin
Camera field dimensions 3.50 × 2.31 degrees
Camera field of view 8.07 square degrees
Light sensitive area 7.26 square degrees
Plate scale 1.01 arcsec / pixel
Efficiency 66% open-shutter (slew during readout)
Sensitivity (median) mR≈20.6 in 60 s, 5σ

mg′≈21.3 in 60 s, 5σ
Image quality 2.0 arcsec FWHM in median seeing
Filters g′ &Mould-R; other bands available

P48 survey camera CCD array
Component CCDs 12 CCDs; 1 non-functional
CCD specs 2K×4K MIT/LL 3-edge butted CCDs
Array Leveling Flat to within 20 microns
Pixels 15 microns/pixel; 100% filling factor
Chip gaps Median 35 pixels (35 arcsec)
Readout noise < 20 e−
Readout speed 30 seconds, entire 100 MPix array
Linearity better than 0.5% up to 60K ADUs
Optical distortion maximum 7′′at array corners

compared to flat grid

P60 followup camera specifications
Telescope Palomar Observatory 60-inch (1.5m)
CCD specs 2K×2K CCD
Plate scale 0.38 arcsec / pixel
Readout noise 5 e− (amp 1); 8 e− (amp 2)
Readout speed 25 seconds (full frame)
Linearity better than 1% up to 20K ADUs
Sensitivity (median) m′g≈21.6 in 120 s, 5σ

mr′≈21.3 in 120 s, 5σ
mi′≈21.1 in 120 s, 5σ
mz′≈20.0 in 120 s, 5σ

We summarize here the upgrades and provide on-sky per-
formance test results for the PTF survey camera on P48; more
detail on the camera engineering is provided in Rahmer et al.
(2008). Table 1 summarizes the survey and P60 followup sys-
tem specifications.

2.1. CCD Array
The core of the PTF survey camera is a 12K × 8K mosaic

made up of twelve 2K×4KMIT/LL CCID20 CCDs, arranged
in a 6x2 array (Figure 3). Three of the CCDs are high resistiv-
ity bulk silicon (HiRho); the rest are standard epitaxial silicon
(EPI). The EPI chips reach QEs of approximately 70% at 650
nm; the HiRho devices have somewhat higher QE, reaching
≈90% at 650 nm (Figure 4). The HiRho chips also have lower
fringing levels due to their increased thickness.
Depth of focus, and thus the flatness of the CCD array, is an

important issue for the P48’s f/2.5 beam. Approximately 92%
of the PTF survey camera’s CCD array is within 20 µm of the
reference focal plane position. Taking a detailed error budget
into account, including terms for telescope jitter, atmospheric
turbulence and the optical quality, we predicted that 89% of
the array would provide images meeting our 2.0′′FWHM im-



iPTF/GBM afterglow discovery process

Automated Tile GBM error circle 2–3 times with at 
least 0.5 hour cadence 

Automated iPTF real/bogus classification 

Automated Reject candidates that are detected in 
only one visit (eliminates solar system objects) 

Automated Reject candidates that coincide with 
stars (SDSS) 

Machine-aided Visual scanning and light curve 
vetting (~100 candidates), deeper archival analysis 
(~10-20 candidates) 

Semi-automated Photometric follow-up 

Spectroscopic follow-up 

Image: Iair Arcavi 

http://www.ptf.caltech.edu/image/ptf120105


The iPTF TOO 
Marshal

Listens for GCN notices, 
plans P48 tiling, monitors 
progress of observations 
and real-time analysis.  

Wakes up humans to do 
visual scanning and follow-

up target selection. 



Visual scanning
Limit query (boolean): 
Young Only 0  & Local Universe Only 0  & Co-add Only 0  & New Only 0  & Hide Rocks 1  & Field 3486  
Change query parameters: 
Observation date > 20130701  & Realbogus > 0.2  & Match radius (deg) < 0.000277777777778 & Match time (days) > 0.0208333333333 & Number of Candidates < 200  & Fraction of best candidates < 0.03  & Fraction of saved candidates < 0.4  
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q3c_join(acnd.ra, acnd.dec, bcnd.ra, bcnd.dec,0.000278) AND acnd.sub_id=asub.id and bcnd.sub_id=bsub.id AND acnd.rb2 > 0.2 and bcnd.rb2 > 0.2 AND asub.id >= 232052 and bsub.id >= 232052 AND asub.jd - bsub.jd > 0.020833 AND
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bsub.ptffield = 3486 GROUP BY acnd.id,bid ORDER BY acnd.rb2 desc, acnd.ra desc LIMIT 200;
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NEW REF SUB SDSS

r = 17.6 (42.2 d) | Upload New Photometry 
 

z = 0.145 | Upload New Spectroscopy 
DM (approximate) = 39.19

ADDITIONAL INFO

NED SIMBAD VizieR HEASARC SkyView PyMP Extinction

IPAC DSS WISE Subaru VLT Variable Marshal (Search) ADS

FOLLOW UP

PROGRAMS

Date  Program  Priority  Type  

2013 Jul 02  P60 Transient Vetting  3  phot  

2013 Aug 02  Transients in the Local Universe  4  all  

2013 Aug 02  Transients in the Local Universe  4  all  

GROUPS

Name  Cadence  Maximum Age  

Bgriz 1 hr TILU  1 day  7 days  

group 1 day gri  1 day  150 days  

r snapshot  1 day  5 days  

ADD FOLLOWUP

Program: <-- Select Program -->

Observing Group: No Follow Up

Observation type: all  Priority: 1  (1=low, 5=high)      

ASSIGNMENTS

Date  Instrument  Priority  Comment  Status  

2013-
07-04  

P200+DBSP  5.0  Classification | Check if not already obtained with Lick. In
error circle of Fermi394416326. (leo)  

pending  

2013-
07-09  

P200+DBSP  5.0  Followup | LFC imaging (mansi)  pending  

2013-
07-11  

Keck2+DEIMOS  5.0  Followup | look for SN in spec (mansi)  pending  

2013-
07-15  

P200+DBSP  5.0  Followup | GRB-associated SN. Last chance before bright
time! (brad)  

pending  

2013-
08-03  

Keck1+LRIS  4.0  Followup | (sumin)  pending  

2013-
08-12  

APO+DIS  4.0  Followup | (mansi)  pending  

Add to: 2013-08-12 APO+DIS (Mansi Kasliwal)  Priority: 1  (1=low, 5=high)

Request Type: Classification

Comment:       

COMMENTS
2013 Aug 04 sumin [info]: observed with LRIS 
2013 Jul 15 iair [info]: Observed at P200+DBSP (PA 166.1) 
2013 Jul 14 jesper [info]: Latest Keck spectrum (July 11) looks
like 2006aj close to Max. The fit with 98bw is less good. 
2013 Jul 11 sumin [info]: observed with lick 3-m kast, g-band
and R-band images 
2013 Jul 11 sumin [info]: observed with Lick Kast g-band
image, 130711 
2013 Jul 09 brad [info]: Broad features identified in NOT
spectrum (GCN 14994) are clearly visible. But it doesn't look
like an exact match to 98bw to me (see attached). [view
attachment] 
2013 Jul 08 robert [info]: Light curve is still fading as a
powerlaw (see attached plot). Could have been a break in the
LC before 10^5 seconds. [view attachment] 
2013 Jul 06 jesper [info]: interesting features, and about
right timing. Although some structure also in earlier spectra.
SNID attached. /jesper [view attachment] 
2013 Jul 06 avishay [info]: SN signatures seem to be already
emerging, as light curve decline slows down. Comparison with
SN 1998bw and SN 2006aj attached. [view attachment] 
2013 Jul 05 ofer [comment]: Quick reduction (to be
compared with final one) 
2013 Jul 04 mansi [redshift]: 0.145 
2013 Jul 04 iair [info]: Observed with P200+DBSP 
2013 Jul 03 iair [redshift]: 0.145 
2013 Jul 03 iair [comment]: possible redshift based on
narrow H, O I, O III 
2013 Jul 03 eric [info]: Observed with P200-DBSP 130703 
2013 Jul 03 duncan [info]: There is a Fermi/LAT detection
(GRB130702A). The best LAT on-ground location is found to
be: RA, DEC = 216.4, 15.8 (J2000), with an error radius of 0.5
deg (90% containment, statistical error only) This position is 4
deg from the best GBM position (RA, Dec = 218.81, +12.25
with a 4 deg radius), and 0.8 deg from the position of the
optical afterglow. 
2013 Jul 02 eric [info]: Observed with P200-DBSP 130702 
2013 Jul 02 duncan [info]: Final Fermi GBM position: +14h
35m 14s, +12d 15' 00" (218.810d, +12.250d) (J2000) Error 3.99
[deg radius, statistical only]
http://gcn.gsfc.nasa.gov/other/394416326.fermi 
2013 Jul 02 mansi [info]: Triggered P60, P200, GROND and
Swift 
2013 Jul 02 duncan [info]: Observation triggered by
Fermi/GBM trigger Fermi394416326 
2013 Jul 02 ofer [info]: Very bright. No previous photometry.
Well separated from potential host. 
2013 Jul 02 ofer [type]: Transient 
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Finding the afterglow among tens or 
hundreds of thousands of candidates4 SINGER ET AL.

Table 1

Number of optical transient candidates surviving each vetting stage

SNR RB2 not not known detected saved for
GRB > 5 > 0.1 stellar asteroid twice follow-up

130702A 14 629 2 388 1 346 1 323 98 11
131011A 21 308 8 652 4 344 4 197 102 23
131231A 9 843 2 503 1 776 1 543 11 10
140508A 48 747 22 673 9 970 9 969 272 42
140606B 68 628 26 070 11 063 11 063 256 28
140620A 152 224 50 930 17 872 17 872 [?] 34
140623A 71 219 29 434 26 279 26 279 [?] 23
140808A 19 853 4 804 2 349 2 349 127 12

median reduction 36% 17% 16% [?%] 0.068%

Note. — [Need to run DB query for 140620A and 140623A.]

sible within an hour after the burst, we may select it even if
the observability window is very brief. If the burst is very well
localized or has the possibility of a substantially improved lo-
calization later due to a LAT or InterPlanetary Network (IPN)
detection, we may select it even if it is in the Galactic plane.

The default observing program is three epochs of P48 im-
ages at a 30-minute cadence. The human may shorten or
lengthen the cadence if the burst is very young or old, change
the number of epochs, or add and remove P48 fields. When
the human presses the “Go” button, the TOO Marshal sends
a machine-readable e-mail to the P48 robot. The robot adds
the requested fields to the night’s schedule with the highest
possible priority, ensuring that they are observed as soon as
visible.

2.3. Automated candidate selection
As the night progresses, the TOO Marshal monitors the

progress of the observations and the iPTF real-time image
subtraction pipeline (Nugent et al., in preparation). The re-
al-time pipeline creates difference images between the new
P48 observations and coadded references composed of obser-
vations from months or years earlier. It generates candidates
by performing source extraction on the difference images. A
machine learning classifier assigns a real/bogus rank (RB2;
Brink et al. 2013) to each candidate that predicts how likely
the candidate is to be a genuine astrophysical source or an
instrumental or image subtraction artifact.

Table 1 lists the number of candidates that remain after
each stage of candidate selection. First, requiring candidates
to have signal-to-noise ratio (SNR)> 5 gives us a median of
35 000 candidates. This number varies widely with galactic
latitude and the area searched (a median of ⇠500 deg-2). Sec-
ond, we only select candidates that have RB2> 0.1, reducing
the number of candidates by a median factor of 36% relative
to the original list.7 Third, we reject candidates which coin-
cide with known stars in reference catalogs (Sloan Digital Sky
Survey (SDSS) and the PTF reference catalog), cutting the list
to 17%. Fourth, we eliminate asteroids catalogued by the Mi-
nor Planet Center, reducing the list to 16%. Fifth, we demand
at least two secure P48 detections after the GBM trigger, re-
ducing the list to less than 1%, or ⇠ 100 candidates.

When the image subtraction pipeline has finished analyzing
at least two successive epochs of any one field, the TOO Mar-

7 This RB2 threshold is somewhat deeper, yielding more detections but
also more false positives, than what is used in the iPTF survey. An improved
classifier, RB4 (Bue et al. 2014), entered evaluation in August 2014 shortly
before GRB 140808A.

shal contacts the humans again and the surviving candidates
are presented to the humans via the Treasures portal.

2.4. Visual scanning in Treasures Portal
In the Treasures portal, we visually scan through the auto-

matically selected candidates one P48 field at a time, exam-
ining ⇠10 objects per field (see Figure 2 for a screen shot of
the Treasures portal). We visually assess each candidate’s im-
age subtraction residual compared to the neighboring stars of
similar brightness in the new image. If the residual resembles
the new image’s PSF, then the candidate is considered likely
to be a genuine transient or variable source.

Next, we look at the photometric history of the candidates.
Given the time t of the optical observation relative to the burst
and the cadence �t, we expect that a typical optical afterglow
that decays as a power law F⌫ / t-↵, with ↵ = 1, would fade
by �m = 2.5log10(1+�t/t) mag over the course of our observa-
tions. Any source that exhibits statistically significant fading
(�m/m � 1) consistent with an afterglow decay becomes a
prime target.8

Note that a 1� decay in brightness requires such a source to
be

- 2.5log10

✓
�t

t
p

2

◆
(2)

brighter than the 1� limiting magnitude of the exposures.
For example, given the P48’s typical limiting magnitude of
R = 20.6 and the standard cadence of �t = 0.5 hour, if a burst
is observed t = 3 hours after the trigger, its afterglow may be
expected to have detectable photometric evolution only if it is
brighter than R = 18.3. Therefore, we consider faint sources
that do not display evidence of fading if they have no plausi-
bly associated host galaxy in iPTF reference images or SDSS
(indicating either a faint quiescent stellar source or a distant
host galaxy).

If a faint source is near a spatially resolved galaxy, we com-
pute its distance modulus using the galaxy’s redshift or pho-
tometric redshift from SDSS. We know that long GRB opti-
cal afterglows at t = 1 day typically have absolute magnitudes
of -25 < MB < -21 (1� range; see Figure 9 of Kann et al.
2011). Most SNe are significantly fainter: type Ia are typically
MB ⇠ -19 whereas Ibc and II are MB ⇠ -17, with luminous
varieties of both Ibc and II extending to MB ⇠ -19 (Richard-
son et al. 2002; Li et al. 2011). Therefore, if the candidate’s
presumed host galaxy would give it an absolute magnitude
MR < -20, it is considered promising. This criterion is only
useful for long GRBs because short GRB afterglows are typ-
ically ⇠ 6 mag fainter than long GRB afterglows (Kann et al.
2011).

The human saves all candidates that are considered promis-
ing by these measures to the iPTF Transient Marshal database.
This step baptizes them with an iPTF transient name, which
consists of the last two digits of the year and a sequential al-
phabetic designation.

2.5. Archival vetting in the Transient Marshal
Once named in the Transient Marshal, we perform archival

vetting of each candidate using databases including VizieR
(Ochsenbein et al. 2000), NED9, HEASARC10, and Catalina

8 A source that exhibits a statistically significant rise is generally also fol-
lowed up, but as part of the main iPTF transient survey, rather than as a po-
tential optical afterglow.

9 http://ned.ipac.caltech.edu
10 http://heasarc.gsfc.nasa.gov
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NOT spectrum (Schulze et al. 2013, GCN 14994) 
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Table 1
iPTF/GBM detections.

Epeak E�,iso T90 tdiscovery mR P48 area Containment
GRB OT z (keV) (1052 erg) (s) -tburst (h) (discovery) (deg2) probability

GRB 130702A iPTF13bxl 0.145 18±3 <0.065±0.001 58.9±6.2 4.21 17.38 74 38%
GRB 131011A iPTF13dsw 1.874 632±86 85.083±4.451 77.1±3 11.64 19.83 73 54%
GRB 131231A iPTF13ekl 0.644 270±10 17 ±1 31.2±0.6 1.45 15.85 30 32%
GRB 140508A iPTF14aue 1.03 430±100 21 ±1 44.3±0.2 6.88 17.89 73 67%
GRB 140606B iPTF14bfu 0.384 352±40 0.15 ±0.04 22.8±2.1 4.33 19.89 74 56%
GRB 140620A iPTF14cva 2.04 234±15 6.392±0.347 45.8±12.1 0.25 17.60 147 59%
GRB 140623A iPTF14cyb 1.92 1022±467 7.832±0.848 114.7±9.2 0.28 18.04 74 4%
GRB 140808A iPTF14eag 3.29 494±33 8.063±0.536 4.5±0.4 3.36 19.01 95 69%

Table 2
iPTF/GBM non-detections. Columns are time of the burst, age

of the burst at the beginning of the P48 observations, area
enclosed by the P48 fields, and prior probability for the burst to

be located within the P48 fields.

tP48 P48 area Containment
GRB time -tburst (h) (deg2) probability

2014-08-07 11:59:33 15.88 73 54%
2014-07-29 00:36:54 3.43 73 46%
2014-07-16 07:20:13 0.17 74 29%
2014-06-28 16:53:19 16.16 76 20%
2014-06-08 17:07:11 11.20 73 49%
2014-05-19 01:01:45 4.42 73 31%
2014-05-17 19:31:18 8.60 95 51%
2014-04-29 23:24:42 10.99 74 15%
2014-04-04 04:06:48 0.11 109 69%
2014-03-19 23:08:30 3.88 74 48%
2014-03-11 14:49:13 12.18 73 54%
2014-02-24 18:55:20 7.90 72 30%
2014-02-19 19:46:32 7.01 71 14%
2014-02-11 02:10:41 1.77 44 25%
2014-01-22 14:19:44 11.97 75 34%
2014-01-05 01:32:57 7.63 74 22%
2014-01-04 17:32:00 18.57 15 11%
2013-12-30 19:24:06 7.22 80 38%
2013-11-27 14:12:14 13.46 60 34%
2013-11-26 03:54:06 6.94 109 59%
2013-11-25 16:32:47 11.72 95 28%
2013-11-10 08:56:58 17.47 73 37%
2013-11-08 00:34:39 4.69 73 29%
2013-10-06 20:09:48 15.26 74 25%
2013-09-24 06:06:45 23.24 74 27%
2013-08-28 07:19:56 20.28 74 47%
2013-06-28 20:37:57 10.02 73 32%

Swift XRT detected an X-ray source that faded with a power
law ↵ = 1.48 (+0.15,-0.14) (Amaral-Rogers 2014a,b). The
source was also detected by Swift UVOT (Marshall 2014).

Sokolov (2014) obtained a 20 min, 3800–7200 Åspectrum
of iPTF14aue with the 6-m BTA telescope in Zelenchukskaia
(Sokolov 2014). Exhibiting no absorption features, this estab-
lished an upper limit of z < 2.1. Malesani (2014b) used the
Andalucia Faint Object Spectrograph and Camera (ALFOSC)
on NOT to get an 1800 s spectrum spanning 3200–9100 Å,
and found several absorption features at redshift z = 1.03.
Consistent redshift were reported by Wiersema (2014) with
the ACAM instrument on the 4.2-m William Herschel Tele-
scope and by Bhalerao (2014a) with HFOSC on the 2-m Hi-
malayan Chandra Telescope (HCT).

Due to the brightness of the optical transient, optical pho-
tometry was available from several facilities up to 4.5 days
after the burst (Gorosabel 2014a; Sokolov 2014; Malesani
2014b; Masi 2014; Butler 2014b,a; Yoshii 2014; Pozanenko
2014b).

Figure 3. Prior probability of containing the burst’s location within the P48
fields versus age of the burst at the beginning of P48 observations. Afterglow
detections are shown in red and non-detections are shown in gray.

Horesh (2014) detected the source with EVLA 5.2 days
after the Fermi trigger, at 6.1 GHz (C-band) with a flux of
127±9 µJy and at 22 GHz (K-band).

3.3.5. GRB 140606B / iPTF14bfu

Fermi trigger 423717114 (Burns 2014) was observable
from Palomar for several hours, starting about 4.3 hours af-
ter the time of the burst. Based on the final GBM localization,
we searched ten P48 fields and found several plausible optical
transient candidates (Singer 2014a).

iPTF14bfu had no previous detections in iPTF between
23 May and 13 October 2013. Its position was outside the
SDSS survey footprint, but it had no plausible host asso-
ciations in VizieR (Ochsenbein et al. 2000). From 4.3 to
5.5 hours after the burst, it faded from r = 19.89 ± 0.10 to
20.32 ± 0.14 mag, fitting a power law of ↵ = -1.6 ± 0.7
relative to the time of the GBM trigger. iPTF14bfw (r =
19.96 ± 0.06 mag) was coincident with a r = 21.27 galaxy
in SDSS DR10, and displayed no statistically significant pho-
tometric variation over the course of our P48 observations.
iPTF14bgc (r = 18.44 ± 0.02 mag) was coincident with a r =
21.07 ± 0.08 mag point source in our coadded reference im-
age composed of exposures from July 31 through 24 Septem-
ber 2013. iPTF14bga (r = 19.75 ± 0.06 mag) was likewise
coincident with a r = 20.42 ± 0.17 mag point source in our
reference image composed of exposures from 29 July through
20 October 2011.

On the following night, we observed all four candidates
again with P48 and P60 (Perley 2014a). iPTF14bfw and
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Preference for well localized GRBs 

→ slight bias toward high-fluence 
events 

→ very weak preference for bright 
optical afterglows 

(due to very weak correlation between 
gamma and optical brightness, 
Nyswander et al. 2009)

13

Figure 14. Fermi GBM localization (black contours), P48 tiling (gray rect-
angles), and discovery images for GRB 140808A / iPTF14eag.

forward shock model, but is poorly constrained due to the lack
of a contemporaneous X-ray detection. The spectral slope
between the two VLA bands is somewhat steeper than the
standard low-frequency value of � = -1/3, possibly indicat-
ing that the radio emission is self-absorbed. We obtained 14
AMI observations every 2 or 3 days from 2014 August 8 until
2014 Sept 12. Observations were between 2–4 hours in du-
ration. AMI first detected the afterglow 4.6 days post-burst.
The AMI light curve peaked ⇠10.6 days post-burst at 15.7
GHz, which is characteristic of forward shock emission at ra-
dio wavelengths (Chandra & Frail 2012). For further details
on the reduction and analysis performed on the AMI observa-
tions please see (Anderson et al. 2014b).

A peculiar feature of the optical light curve is that the P60 r
and i band observations at �t ⇡ 2 days appears to be inverted,
with a rising rather than falling spectral shape, compared to
the earlier P60 photometry at �t ⇡ 1 day. However, this fea-
ture is within the error bars and may be merely a statistical
fluctuation.

This is the highest redshift burst in our sample, and also had
the weakest prompt emission in terms of the fluence observed
by GBM.

4. THE POPULATION IN CONTEXT
4.1. Selection effects

First, we investigate the properties of the subset of GBM
bursts followed up by iPTF compared to the GBM bursts as a
whole. It is known that, on average, GRBs with larger prompt
fluences have brighter optical afterglows, though the corre-
lation is very weak (Nysewander et al. 2009). In Figure 15,
we plot the fluence in the 10–1000 keV band and 1-� local-
ization radius of all GBM bursts from the beginning of our
experiment, retrieved from the Fermi GBM Burst Catalog at
the HEASARC12. As expected, there is a weak but clearly
discernible correlation between fluence and radius, F / r-1.3,
with a Pearson correlation coefficient of R = 0.64.13 The sub-
set of bursts that we followed up spans a wide range in flu-
ence, and error radii up to ⇠ 10�. The bursts for which we
detected optical afterglows are preferentially brighter, with

12 http://heasarc.gsfc.nasa.gov/W3Browse/fermi/fermigbrst.html
13 In a separate sample of GBM GRBs compiled by Connaughton et al.

(2014), the correlation between error radius and photon fluence is slightly
stronger than the correlation between error radius and fluence. However, we
use fluence rather than photon fluence here because the latter is not available
for all bursts in the online Fermi GBM archive.

Figure 15. Fluence and statistical error radius of GBM bursts. Red dots
mark bursts that were followed up with iPTF; black circles around red dots
mark bursts whose afterglows were detected by iPTF. The black line is a
power-law fit to the fluence–error radius relation.

the faintest burst having a fluence as low as 3⇥10-6 erg cm-2.
There are some bright (> 3⇥10-5 erg cm-2) and well confined
(< 1.8�) events for which we did not find afterglows: those
at 2013-08-28 07:19:56, 2013-11-27 14:12:14, and 2014-01-
04 17:32:00 (see Table 4). However, these non-detections
are not constraining given their ages of 20.28, 13.46, and
18.57 hours respectively. Conversely, there were two espe-
cially young bursts (followed up at �t = 0.11 and 0.17 hours)
for which we did not detect afterglows. The non-detection
of the burst at 2014-07-16 07:20:13 makes sense because
we searched only 28% of the GBM localization. The
non-detection on 2014-04-04 04:06:48, for which we ob-
served 69% of the localization, is more surprising, especially
given its relatively high fluence of 8⇥10-6 erg cm-2; this is a
possible candidate for a “dark GRB”. On the whole, however,
we can see that (1) we have followed up bursts with a large
range of error radii and fluences, (2), there is a weak prefer-
ence toward detecting bursts with small error radii, and (3) the
detections tend toward bursts with high fluences. Naively one
might expect higher fluences to translate into lower redshifts,
but the interplay between the GRB luminosity function and
detector threshold greatly complicate such inferences (Butler
et al. 2010a).

Second, the rich sample of GRB afterglows that we have
today is undeniably the result of the success of the Swift
mission. It is therefore interesting to consider how the
GBM–iPTF sample is similar to or different from the Swift
sample, given the differences in bandpasses and our increased
reliance on the optical afterglow. In Figure 16, we plot the
cumulative redshift distribution of our sample, alongside the
distribution of redshifts of long GRBs detected by Swift.14 In-
deed, we find that our sample is at lower redshifts; the former

14 This sample was extracted from the Swift GRB Table, http://swift.gsfc.
nasa.gov/archive/grb_table/.



Slight preference for lower 
redshifts compared to Swift 
BAT (median of z=1.5 
versus z=1.9), but not 
statistically significant with 
small sample size
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GRBs as standard candles: 
Amati relation cannot be the whole story.

Heussaff, Atteia, & Zolnierowski 2013 
http://dx.doi.org/10.1051/0004-6361/201321528

GRB140606B 
iPTF14bfu

http://dx.doi.org/10.1051/0004-6361/201321528


Ultra-relativistic jet or mildly 
relativistic shock breakout?

14 SINGER ET AL.

Figure 16. Cumulative distribution of redshifts of long GRBs observed by
Swift BAT (gray) and the GBM–iPTF experiment (red).

distribution lies almost entirely to the left of the latter, and
the ratio of the median redshifts (z = 1.5 versus z = 1.9) of the
two populations is about 0.75. However, with the small sam-
ple size, the difference between the two redshift distributions
is not significant: a two-sample Kolmogorov–Smirnov test
yields a p-value of 0.26, meaning that there is a 26% chance
of obtaining these two empirical samples from the same un-
derlying distribution. More GBM–iPTF events are needed to
determine whether the redshift distribution is significantly dif-
ferent.

4.2. GRBs as standard candles?
Amati et al. (2002) pointed out a striking empirical correla-

tion in the rest-frame prompt emission spectra of BeppoSAX
GRBs, with the peak energy (in the ⌫F⌫ sense) Epeak related
to the bolometric, isotropic-equivalent energy release Eiso by
Epeak / Eiso

0.52±0.06. It was quickly realized that such a rela-
tion, if intrinsic to the bursts, could be used to measure the
redshifts of GRBs non-spectroscopically (Atteia 2003). As
with the Phillips relation for Type Ia SNe (Phillips 1993), with
such a relation GRBs could serve as standardizable candles in
order to measure cosmological parameters (Dai et al. 2004;
Friedman & Bloom 2005; Ghirlanda et al. 2006; etc.).

However, there has been a vigorous debate about whether
the Amati relation and related correlations are innate to GRBs
or reflect a detector-dependent selection bias (Band & Preece
2005; Nakar & Piran 2005; Ghirlanda et al. 2005; Sakamoto
et al. 2006; Butler et al. 2007; Cabrera et al. 2007; Schaefer &
Collazzi 2007; Butler et al. 2009; Firmani et al. 2009; Krimm
et al. 2009; Butler et al. 2010b; Shahmoradi & Nemiroff 2011;
Collazzi et al. 2012; Kocevski 2012). One alternative interpre-
tation is that bursts to the upper-left of the Amati relation are
selected against by photon-counting instruments because, be-
ing relatively hard, there are fewer photons. The lack of bursts
to the lower-right of the Amati line may be due to a genuine
lack of relativistic explosions that are much softer than, but as
energetic as, standard GRBs.

It has been difficult to directly test the Amati relation in the
context of Fermi bursts because, prior to the present work,
there was no sample of Fermi GRBs with known redshift
aside from bursts that were coincidentally also observed and
localized by the Swift BAT (which do not directly sample
the selection bias of Fermi GBM). However, Heussaff et al.

(2013) showed that many Fermi bursts without known red-
shifts would be inconsistent with the Amati relation at any
distance. Here, we have a small sample of Fermi bursts with
known redshifts, one of which violates the Amati relation.

To be sure, most of the bursts in our GBM–iPTF sample
fall within a 1� band of the Amati relation. This includes the
nearest event to date, GRB 130702A / iPTF13bxl at z = 0.145,
which had energetics intermediate between standard cosmo-
logical bursts and nearby sub-luminous GRBs and X-ray
flashes. However, GRB 140606B / iPTF14bfu at z = 0.384
is a clear outlier, over 2� away from the mean Amati relation.
This burst is not alone: in Figure 17, we have marked all15

previous long GRBs with spectroscopically identified SNe.
Three others out of nine are also outliers. (A possible caveat is
that the prompt emission mechanism for GRB 140606B could
be different from typical cosmological bursts, which we ex-
plore in the next section.) Our sample supports the conclusion
that the Amati relation is a detector-dependent effect deter-
mined by instrument thresholds and bandpasses. This argues
against the Epeak–Eiso correlation alone as a cosmological tool.
Any successful standardization of GRB luminosities must ei-
ther use correlations with additional observables or must have
more model dependence.

4.3. Shock breakout
Two GRBs in our sample, GRB 130702A / iPTF13bxl and

GRB 140606B / iPTF14bfu, have Eiso ⇠ 1051 erg (rest frame),
energetically intermediate between “standard” luminous, cos-
mically distant bursts and nearby llGRBs. Prototypes of the
latter class include GRB 980425 / SN 1998bw (Galama et al.
1998; Kulkarni et al. 1998), which was also the first SN dis-
covered in association with a GRB. They offer an interest-
ing test case for competing theories to explain the wide range
of prompt gamma-ray energy releases observed from GRBs
(e.g., Schulze et al. 2014b).

It has been suggested that the two luminosity regimes cor-
respond to different prompt emission mechanisms (Bromberg
et al. 2011). The llGRBs could be explained by the break-
out of a mildly relativistic shock from the progenitor enve-
lope (Nakar & Sari 2012). High-luminosity bursts, on the
other hand, are thought to be produced by internal shocks
within an ultra-relativistic jet (Rees & Meszaros 1994) that
has successfully punched through the star. A central engine
that sometimes fails to launch an ultra-relativistic jet is one
way to unify the luminosity functions of standard GRBs and
llGRBs (Pescalli et al. 2014).

The smoking gun for the relativistic shock breakout model
is a cooling, thermal component to the prompt X-ray emis-
sion, like in the case of GRB 060218 (Campana et al.
2006). Unfortunately, this diagnostic is not possible for
GRBs 130702A and 140606B because we lack early-time
Swift observations.

However, Nakar & Sari (2012) propose a closure relation
(their Equation 18) between the prompt energy, temperature,
and timescale that is valid for shock breakout-powered GRBs.
We reproduce it here:

tobs
bo ⇠ 20s

✓
Ebo

1046 erg

◆ 1
2
✓

Tbo

50keV

◆- 9+
p

3
4

. (3)

If we very crudely assume that all of the prompt emission is

15 With the exception of the Swift burst GRB 120714B, which with a pow-
er-law BAT spectrum has insufficient gamma-ray data to measure Epeak.

Nakar & Sari (2012) closure relation:

15

Figure 17. Rest-frame energetics of GBM–iPTF bursts (red) in comparison to all previous GRB–SNe (black), excluding GRB 120714B, for which the prompt
gamma-ray spectrum is not well constrained. A general long GRB sample from Amati (2006); Amati et al. (2008, 2009) is shown in gray. The dashed lines
denote 1� confidence bands around the Amati relation (Amati et al. 2002).

from a shock escaping from the progenitor envelope, then we
can use Eiso, Epeak, and T90 as proxies for these observables.
This gives us a simple discriminator of which bursts are plau-
sible shock breakout candidates. In Fig. 18, we show the ratio
between the predicted breakout timescale and the observed
T90 duration of the burst. The closure relation is satisfied if
this ratio is close to 1.

As expected, all of the energetic (Eiso > 1052 erg), cosmic
(z> 0.5) GRBs in our sample are inconsistent with the closure
relation. They are all much shorter in duration, given their
�-ray spectra, than would be expected for a shock breakout;
with the exception of GRB 140623A / iPTF14cyb, which is
much too long.

Surprisingly, GRB 130702A / iPTF13bxl’s prompt emis-
sion was also much too brief to be consistent with this
shock breakout model. Most likely, this means that the
prompt emission of GRB 130702A is simply a very soft, very
sub-luminous version of an otherwise ‘ordinary’ long GRB.
Any early-time shock breakout signature, if present, was un-
observed either because it occurred at energies below GBM’s
bandpass, or because it was much weaker than the emission
from the standard GRB mechanism.

However, GRB 140606B / iPTF14bfu’s prompt emission is
consistent with the closure relation. Though we must inter-
pret this with caution because we cannot disentangle a ther-
mal component from the GBM data, if we naively apply lin-

ear least squares to (the logarithm of) Equations (14, 16, 17)
of Nakar & Sari,

Ebo ⇡ 2⇥1045R2
5�

1+
p

3
2

f ,0 erg (4)
Tbo ⇠ 50� f ,0 keV (5)

tobs
bo ⇡ 10

R5

�2
f ,0

s, (6)

then we find the breakout radius and Lorentz factor to be:

Rbo = (917±106)R�
� f ,0 = 9.6±1.4

The breakout radius is comparable to what Nakar & Sari
(2012) find for GRBs 060218 and 100316D, suggestive of
breakout from a dense wind environment, rather than the star
itself. However, the derived Lorentz factor of GRB 140606B
is a bit higher than those of the other two examples.

Another way to constrain the nature of the explosion is to
look at the kinetic energy Ek,iso of the blast compared to the
promptly radiated energy E�,iso ⌘ Eiso, and the radiative effi-
ciency ⌘ = E�,iso/(Ek,iso + Eiso). After the end of any plateau
phase, the X-ray flux is a fairly clean diagnostic of Ek,iso as-
suming the X-rays are above the cooling frequency (Freed-
man & Waxman 2001). During the slow-cooling phase and
under the typical conditions where p ⇡ 2 and ⌫c < ⌫X, the

Least-squares estimate of shock 
breakout parameters for 
GRB 140606B / iPTF14bfu:



Radiative efficiency
• X-ray afterglow is (usually) a 

clean diagnostic of the 
explosion’s kinetic energy 
(Freedman & Waxman 2001) 

• GRBs 130702A and 140606B 
are both subluminous and 
subenergetic 

• Similar in radiative efficiencies 
to “normal” GRBs 
(Racusin et al. 2011)

http://dx.doi.org/10.1086/318386
http://dx.doi.org/10.1088/0004-637X/738/2/138


Kilonovae+ZTF
Kasliwal & Nissanke (2014) 
http://dx.doi.org/10.1088/2041-8205/789/1/L5
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Fig. 4.— Fraction of mergers detectable by a given EM facility as a function of kilonova luminosity (expressed in absolute i-band AB
magnitude). Color and line-styles are same as in Figure 3. Shaded regions denote theoretical predictions for kilonovae (Barnes & Kasen
2013; Kasen et al. 2013) — r-process powered peak (light grey; Mejecta ⇡ 10�1–10�3 M�, vejecta ⇡ 0.1c–0.3c) and Nickel-56 powered
peak (dark grey; Mejecta ⇡ 10�2–10�3 M�). All fractions are relative as an accessibility window of three hours with clear weather is
assumed for all binaries at all facilities and no correction is made for lag in response (Table 1).

+ See also Metzger, Bauswein, 
Goriely, & Kasen (2014,  
http://arxiv.org/abs/1409.0544) 
 
bluer, faster-rising kilonova 
precursor 

http://dx.doi.org/10.1088/2041-8205/789/1/L5
http://arxiv.org/abs/1409.0544


Conclusions
• Rapid detection and sky localization pipeline ready for 

Advanced LIGO now 

• Broadband follow-up outside of the well-studied Swift 
GRB sample 

• Sample of challenges to come with searching for 
optical counterparts of Advanced LIGO events with 
ZTF 

• Next step is challenging: automated target selection to 
feed photometric and spectroscopic follow-up!
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Extra slides



Bayes’ Rule
• Take some data,     , and form a hypothesis,    . How probable 

is your hypothesis, given the data? 
 
 

• Marginalize to get rid of 
nuisance parameters 

•  
Or, if hypothesis is continuously  
parameterized,

X ⇥

“posterior”
“likelihood” “prior”

“evidence”

p(✓|x) =
R
p(x|✓,�)p(✓,�)d�

p(x)

P (⇥,�|X) =

P
� P (X|⇥,�)P (⇥,�)

P (X)



GRB 130702A 
iPTF13bxl



GRB 131011A 
iPTF13dsw



GRB 131231A 
iPTF13ekl



GRB 140508A 
iPTF14aue



GRB 140606B 
iPTF14bfu



GRB 140620A 
iPTF14cva



GRB 140623A 
iPTF14cyb



GRB 140808A 
iPTF14eag



GRB 140729A: a dark burst?
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Table 2

iPTF/GBM detections.

Epeak E�,iso T90 tP48 mR P48 area Containment
GRB OT z (keV, rest) (1052 erg, rest)a (s) -tburst (h) (discovery) (deg2) probability

GRB 130702A iPTF13bxl 0.145 18±3 <0.065±0.001 58.9±6.2 4.21 17.38 74 38%
GRB 131011A iPTF13dsw 1.874 632±86 85.083±4.451 77.1±3 11.64 19.83 73 54%
GRB 131231A iPTF13ekl 0.644 270±10 17 ±1 31.2±0.6 1.45 15.85 30 32%
GRB 140508A iPTF14aue 1.03 430±100 21 ±1 44.3±0.2 6.88 17.89 73 67%
GRB 140606B iPTF14bfu 0.384 352±40 0.15 ±0.04 22.8±2.1 4.33 19.89 74 56%
GRB 140620A iPTF14cva 2.04 234±15 6.392±0.347 45.8±12.1 0.25 17.60 147 59%
GRB 140623A iPTF14cyb 1.92 1022±467 7.832±0.848 114.7±9.2 0.28 18.04 74 4%
GRB 140808A iPTF14eag 3.29 494±33 8.063±0.536 4.5±0.4 3.36 19.01 95 69%

a E�,iso is given for a 1 keV–10 MeV rest frame bandpass.

Table 3

Sky positions of GBM–iPTF bursts.

RA Dec Galactic
GRB OT (J2000) (J2000) latitude

GRB 130702A iPTF13bxl 14h29m15s +15�4602600 65�
GRB 131011A iPTF13dsw 02h10m06s -4�2404000 -61�
GRB 131231A iPTF13ekl 00h42m22s -1�3901100 -64�
GRB 140508A iPTF14aue 17h01m52s +46�4605000 38�
GRB 140606B iPTF14bfu 21h52m30s +32�0005100 -17�
GRB 140620A iPTF14cva 18h47m29s +49�4305200 21�
GRB 140623A iPTF14cyb 15h01m53s +81�1102900 34�
GRB 140808A iPTF14eag 14h44m53s +49�1205100 59�

Table 4

iPTF/GBM non-detections.

tP48 P48 area Containment
GRB time -tburst (h) (deg2) probability

2014-08-07 11:59:33 15.88 73 54%
2014-07-29 00:36:54 3.43 73 65%
2014-07-16 07:20:13 0.17 74 28%
2014-06-28 16:53:19 16.16 76 20%
2014-06-08 17:07:11 11.20 73 49%
2014-05-19 01:01:45 4.42 73 41%
2014-05-17 19:31:18 8.60 95 69%
2014-04-29 23:24:42 10.99 74 15%
2014-04-04 04:06:48 0.11 109 69%
2014-03-19 23:08:30 3.88 74 48%
2014-03-11 14:49:13 12.18 73 54%
2014-02-24 18:55:20 7.90 72 30%
2014-02-19 19:46:32 7.01 71 14%
2014-02-11 02:10:41 1.77 44 19%
2014-01-22 14:19:44 11.97 75 34%
2014-01-05 01:32:57 7.63 74 22%
2014-01-04 17:32:00 18.57 15 11%
2013-12-30 19:24:06 7.22 80 38%
2013-11-27 14:12:14 13.46 60 50%
2013-11-26 03:54:06 6.94 109 59%
2013-11-25 16:32:47 11.72 95 26%
2013-11-10 08:56:58 17.47 73 44%
2013-11-08 00:34:39 4.69 73 37%
2013-10-06 20:09:48 15.26 74 18%
2013-09-24 06:06:45 23.24 74 28%
2013-08-28 07:19:56 20.28 74 64%
2013-06-28 20:37:57 10.02 73 32%

Note. — Columns are time of the burst, age of the burst at
the beginning of the P48 observations, area enclosed by the P48
fields, and prior probability for the burst to be located within the
P48 fields.

Figure 5. Prior probability of containing the burst’s location within the P48
fields versus age of the burst at the beginning of P48 observations. Afterglow
detections are shown in red and non-detections are shown in gray.

3.1. GRB 130702A / iPTF13bxl
This is the first GBM burst whose afterglow we discovered

with iPTF (Singer et al. 2013b), indeed the first afterglow
ever to be pinpointed based solely on a Fermi GBM local-
ization. It is also the lowest redshift GRB in our sample, so
it has the richest and most densely sampled broadband after-
glow data. It has two other major distinctions: its associated
SN (SN 2013dx, Schulze et al. 2013; Pozanenko et al. 2013;
Cenko et al. 2013a; D’Elia et al. 2013) was detected spectro-
scopically, and its prompt energetics are intermediate between
low-luminosity GRBs (llGRBs) and standard cosmic bursts
(see below).

Based on the Fermi GBM ground localization with an er-
ror radius of 4�, we imaged ten fields twice with the P48
at �t = t - tGBM = 4.2 hr after the burst.11 We scheduled
P60 imaging and P200 spectroscopy for three significantly
varying sources. Of the three, iPTF13bxl showed the clear-

11 Our tiling algorithm at the time selected fields based on an empirical
calibration of Fermi GBM’s systematic errors. We had selected bursts that
were detected by both Swift and Fermi, and constructed a fit to a cumulative
histogram of the number of bursts whose BAT or XRT positions were within
a given number of nominal 1� statistical radii of the center of the Fermi error
circle. Our tiling algorithm scaled this fit by the 1� radius of the burst in
question, and then constructed a 2D angular probability distribution from it.
For sufficiently large error radii, this prescription produced probability dis-
tributions that had a hole in the middle. For this reason, the tiling algorithm
picked out P48 fields that formed an annulus around the GBM 1-� error cir-
cle (not, as we stated in Singer et al. 2013b, because of a lack of reference
images).
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