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Abstract: Digital interferometry is a laser metrology technique eoypig

pseudo-random codes phase modulated onto an opticalrc&viaepresent
the first characterization of the technique’s displacensemisitivity. The
displacement of an optical cavity was measured using digierferometry
and compared to a simultaneous readout based on convdniionad-
Drever-Hall locking. The techniques agreed to within 5pfiHz at 1 Hz,
providing an upper bound to the displacement noise of digitarferom-

etry. These measurements employed a real-time signalcértiasystem
implemented on a field programmable gate array, suitablelésed-loop
control applications. We discuss the applicability of tiginterferometry
for lock acquisition of advanced gravitational wave detext
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OCIS codes: (120.0120) Instrumentation, measurement, and metrok@).2840) Hetero-
dyne detectors.
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1.

Introduction

Optical metrology is a key enabling technology for a broawjeaof scientific applications such
as telescope control, fiber optic sensors, precision spatositioning and gravitational wave
detection. Digital interferometry (DI) [1] is a new techogjthat augments conventional hetero-
dyne interferometry with digital modulation-demodulatitm provide robust, high-sensitivity
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displacement measurements. DI employs pseudo-randora (BRBN) phase modulation to
isolate interferometric signals based on their delay. $lgaal isolation, arising from the au-
tocorrelation properties of the PRN code, enables both@psisignal rejection and multiplex-
ing capability using a single metrology system. PreviouskWa] focused on the technique’s
measurement linearity and demonstrated a cyclic errorlofith. In this article we characterize
DI's displacement sensitivity by comparing it to Pound-BxeHall (PDH) [3] locking of an
optical cavity.

In this paper, DI is used to measure the cavity displacemgdekbecting the light transmit-
ted through the cavity. The cavity displacement can be iiatefrom the phase difference be-
tween the single-pass and the first round-trip beams. Rreviork employed reflection-based
DI measurements. In a reflection configuration, minimizingss-talk between the respective
signals requires the use of low reflectivity mirrors to apqimtately match the electric field
amplitudes. For highly reflective optical components, sagthose used in optical cavities, the
reflection from the first mirror will dominate the signals hetphotodetector. The transmitted
signals, however, will have approximately equal amplisidad thus transmission-based DI
measurements are preferred for highly reflective opticalmanents.

Consider the optical layout shown in Figure 1, where twoipbytreflecting mirrors, M1
and M2, form an optical cavity. A beamsplitter divides thedaoutput field into a local os-
cillator beam and a probe beam. The local oscillator is feagy-shifted by an acousto-optic
modulator (AOM), providing a heterodyne signal with freqag f;, at the photodetector. A
PRN code generator drives an electro-optic modulator (E@M)roduce either a zero ar
phase shift on the probe beam before it is directed towartbmsiiM1 and M2. The transmit-
ted light is recombined with the local oscillator and thesifiérence signal is measured by the
photodetector.
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Fig. 1. Digital Interferometer for monitoring displacentgmf two mirrors, M1 and M2.
Signals are isolated by matching the decoding delays toptiead delays. Signals meas-
ured at points A, B, C1, C2, D1, and D2 are shown in Table 1.

The key difference between DI and conventional heterodytegferometry is the PRN phase
modulation. With no PRN modulation, the heterodyne sightd@photodetector is determined
by the vector sum of the single-pass electric field and alsegbent round-trip electric fields.
The phase of the individual fields can not be recovered. WeHPRN modulation imposed, the
respective signals will possess a time-varying phase shiffue to their time of flight from the
EOM, allowing them to be individually recovered in signabpessing.

Table 1 shows the effect of the PRN encoding and decoding ®@mtmasured signals. For
clarity the following explanation considers only the enicgdand decoding of the single-pass
signal. The first row shows the signal at the photodetectaccionventional heterodyne interfer-
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ometer (a beat-note d). With digital interferometry, the PRN code (A) randomlyénts the
heterodyne signal at the photodetector producing a chopipedwvave (B). In the processing
channel for monitoring the single-pass phase shift, thaqaetector output is multiplied by
the PRN code with a matching delay (C1), to recover the ocaidieterodyne signal (D1). Op-
tical path length information is contained in the phase wftieterodyne signal. The right-hand
column shows the signals obtained using a mismatched degoéiay (C2); in this case the
signal is randomly re-inverted (D2) and appears in the nreasent as a broadband noise floor.
This broadband noise can be strongly rejected by apprepiilsgring and averaging in the
phasemeter. This demonstrates that by adjusting the degddiay, we can selectively isolate
signals based on their total optical/electronic delay.

Matched decoding delay Mismatched decoding delay
Conventional heterodyne \MAAMA/ \/\M/\AM/
e BTG
Detected single-pass signal 3 WN\VM 3 WM M
ey @1 @

VWANNVWI® VAV

Table 1. Signals from single-pass beam with matched (middlemn) and unmatched
(right column) decoding delays. Signals A, B, C1, C2, D1, b&espond to the measure-
ment points in Figure 1.

2. Displacement Sensitivity Characterization Experiment

The experimental layout is presented in Fig. 2 showing a loseillator (LO) laser and carrier

laser. The lasers were Nd:YAG Non Planar Ring Oscillatore (mnolight Mephisto and one

Lightwave model 126) operating at 1064 nm. The LO laser wizebphase locked to the carrier
laser to provide the heterodyne frequency for the DI measen (this phase locking replaced
the AOM of Fig. 1). The carrier laser had two functions: to astthe probe beam for the DI
measurement and to implement the PDH sensing system. Usrngame laser for the DI and
PDH measurements provides a large common mode rejectiaseffrequency noise.

The optical cavity under test was 3.75m long with a finegse: 30 mounted on an optical
bench in air. Both cavity mirrors had a power reflectivity P8, with a flat input coupler and
a 6 m radius of curvature output coupler.

The carrier laser light was divided into the DI probe beam BBdH beam at PBS1. These
beams were individually modulated with their respectigmais before being sent to the optical
cavity. The DI probe beam was phase modulated by a fiber coliESpace phase modulator
(model PM-0K5) with an 80 MHz PRN code to provide a Ororadians phase shift. The cavity
length was chosen to equal the wavelength of the PRN codé @Hz=3.75 m). Although
not strictly necessary, matching the optical componerdisgimn to an integer number of PRN
wavelengths simplifies the digital signal processing bgwveithg integer delays to be used in the
decoding. The PRN code was a maximal length sequence ofilargR'* — 1 = 16383 chips.

The PDH beam was phase modulated at 15MHz by a resonant NewEf@M (model
4003). The DI probe beam and the PDH beams were then recochdinBBS2, with orthog-
onal polarizations and directed into the optical cavitye Bignal reflected from the cavity was
detected at photodiode PD2 and the PDH signal was demoduatais MHz and low-pass fil-
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Fig. 2. Simplified experimental layout of digital interfenetry transmission technique for
displacement sensitivity measurements.

tered to generate the PDH error signal. This error signafasito an analog controller which
sent the correction signal back to the PZT on M1 to keep théycam resonance. The lock-
ing bandwidth for this control system was approximately BZ0limited by the PZT-mirror
mechanical resonance.

After transmission through the cavity the PRN phase-madddlfeld was separated from the
PDH carrier field using a polarizing beam splitter, PBS3. BB&s needed to avoid saturating
photodetector PD3 with the PDH beam transmitted throughcéiwity on resonance. PBS3
reduced the power of the PDH beam at PD3 to(BA2 The DI probe beam was interfered
with the local oscillator and detected on photodiode PD% O® power incident on PD3 was
4.3 mW, with 29 nW from the DI probe beam. The signal from PD3 digitized by an 80 MHz,
15 bit analog to digital converter (Maxim 1427). A Field Pragpmable Gate Array (FPGA)
decoded and measured the phase of the signals in real-tingpaidlational Instruments PXI|
board (NI PXI-7833R). This real-time signal extraction fsimprovement over previous work
[2], which recorded the photodetector output using a digiszilloscope and performed the
PRN decoding and phase measurement off-line in software.

The displacement of the cavity can be inferred from the pbdfrence between the straight
through beam and the beam that experiences one (or moreaj-tapa through the cavity. The
decoding delay for the single-pass channel was selectedtiiadie the total electronic-optical-
electronic delay of the PRN code from the FPGA output to th&&Rnput. The round-trip
channel decoding delay included this single-pass delag,qoh additional delay to account for
the round-trip pass(es) in the optical cavity. After deoadithe phase of each channel was
extracted using a phasemeter based on a digital phase ltmedmplemented on the same
FPGA. The difference of these two phase measurements warslegtto provide an out-of-loop
measurement of the cavity displacement.

3. Results

The displacement of the cavity mirrors can be inferred frompghase difference between any
two beams,

1)
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where j andk are integers angy denotes the phase of the beam (in radians) that has experi-
encedj round-trips through the cavity. The denominator is needechdrmalization because
the accumulated phase shift is proportional to the numbérawérsals between the mirrors.
Figure 3 presents the root power spectral density of the Ejldcement measurement. This
measurement was made using the 2nd and 6th round-trip bgamé,(k = 2 in Eqg. 1). A
displacement sensitivity of approximately 5 piiHz was achieved at frequencies above 1 Hz.

10°

Displacement RPSD [m/VHz]
'—\
o

Frequency [Hz]

Fig. 3. Spectral density of the DI measurement of cavity ldisgment when the cavity is
locked using PDH locking. Spectral density averaged faitgié3x for 0.1> f >1 Hz, and
10x for f >1 Hz)

The roll-off above 100 Hz is due to the transfer function & hasemeter and does not signify
improved displacement noise. The phasemeter’s digitad@hwrked loop unity gain frequency
was~100 Hz therefore it did not faithfully reproduce phase flations above this frequency.

There are several candidate error sources to account fordreased noise below 1 Hz.f1/
noise in the PDH system, in particular the mixer and analagroder, could potentially de-
grade the PDH locking over long time scales. To rule this aiperformed an in-loop measure-
ment using a digital implementation of the mixer and lowspfiger, which should be free of
1/f analog electronic noise. The photodiode output was spibittimo signals. One signal was
used by the analog PDH control system in the usual way. Thensesignal was digitized at
40 MHz and demodulated and low-pass filtered inside the FR@aViding a digital error sig-
nal for analysis. Figure 4 shows a comparison of the spedénadities of the DI measurement
(A) and the digital PDH in-loop measurement (B).

This plot shows that the low frequency noise of the digitaHP&gnal is well below the DI
measurement noise floor indicating that the digital anda@an®DH sensors agree very well.
From this we conclude that the noise in the analog electsomsed to implement the PDH
locking does not limit the measurement at low frequenci@svéver, this test does not rule out
errors in the PDH system due to residual amplitude modulgifoduced by imperfections in
the phase modulation process. This error would be commoptto dnalog and digital PDH
systems and would not be revealed in the difference signal.

Another candidate for the excess low frequency noise isatpimation of the DI measure-
ment by the PDH beam leaking through the cavity. Recall than after most of the PDH beam
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Fig. 4. Comparison of DI readout (A) and digital implemeitatof PDH readout (B) with
the cavity locked using the analog PDH system. The featuyés(€ calibration peak used
to scale the digital PDH readout. The lower noise level of i(Bicates good agreement
of analog and digital PDH systems and rules out analog elgictnoise in the mixer and
controller as the limitation of the DI measurement.

is rejected by PBS3, its power is 100 times larger than tted tiettected DI probe beam power.
This total probe beam power is made up of contributions froamyncavity round-trips and
the power of any individual contribution is at least a faad5 lower still (for cavity mirror
reflectivitiesR=0.9). This PDH beam will interfere with the LO to produce abeote at the
heterodyne frequency. The suppression of this spuriousioé@by the decoding stage is finite
and some level of contamination of the DI measurement carxpected. The displacement
error due to this contamination will be of order,

A [Peon V266
Oeon o\ R 201-Wa o

wherePppy andPp, are the powers of the PDH beam and DI beam on detector PD8 &nithe
suppression factor of the PRN decoding. The factoy/@fin the numerator is needed because
the displacement is inferred from the difference of two ghaeasurements, i.e. thth and

kth round-trips. The factor of(3 — k) in the denominator converts from phase difference over
multiple round-trips to the single pass phase siié.is the fluctuation in relative phase of the
PDH and PRN beams (e.g. through path length changes in tloaldffiier or phase modulators
between PBS1 and PBS2). These path lengths were neitheuredasor controlled in our
experiment. We expect that fluctuations of the order of a Veangth 6 ~ 2m) were present
over time scales of 100 seconds.

The suppression factar can be estimated from measurements of the crosstalk betiveen
Oth and 1st round-trips through the cavity. With the PDHilasmed off, we scanned the cavity
length by driving the M1 PZT with a 1 Hz triangle wave. The ¢gdisplacement should phase
shift all beams that undergo at least one round-trip, butaugd be absent from the phase of
single-pass beam. Figure 5 presents time-domain tracebroEBsurements of the single-pass
and 4th-round-trip signals.
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Fig. 5. Single-pass and 4th-round-trip DI measurementswithe cavity length is scanned
The cavity length change appears strongly in the phase mezasut of the 4th-round-trip

but not in the single-pass phase measurement.

The phase of the 4th-round-trip field clearly shows the gidar scan driving the cavity mir-

ror PZT. For the single-pass demodulation, almost no taérgsignal can be seen, indicating
low cross-talk between signals. The root power spectrasitienf these signals shown in Fig.
6 exhibits a suppression factor /1000 for the fundamental 1 Hz peak (the other peaks are
the Fourier harmonics of the triangle wave drive frequentie background noise is higher
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Fig. 6. Root power spectral density of data from Figure 5. fiti® of the 1 Hz scan signal
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sets an upper bound on the crosstalk between channels #ta@ss0 3 (a > 1000).

than in Figures 3 and 4 as it is not a differential measuremetthus includes the optical path

noise of the input fibers/modulators relative to the LO phase
Substitutinga = 1000 into Eq. 2 withj — k) = 4 gives,

OlppH ~ 906 x670 pm

®3)

Equation 3 implies that an optical path length noise of onyrn/\/Hz (equivalent to
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86 ~0.3 radA/Hz) in the non-common path between PBS1 and PBS2 would atémuthe
200 pmA/Hz maximum noise level shown in Figure 3. Note that this nsiserce is intro-
duced by the PDH beam used to characterize the DI perfornartes not inherent to the DI
measurement.

Another potential source of low frequency noise in the Ddi@# is alignment fluctuations
of the DI input beam relative to the cavity. Imperfect patation states in the DI modulator
could also introduce a measurement error under some citanoes [4]. This error, caused by
the interference with the unwanted polarization mode, Gamltigated by using a polarizing
electro-optic modulator.

One of the key advantages of DI measurements for many afiphisas the linearity and
large range of the readout. This is illustrated by Figure Tctvshows a comparison of the DI
and PDH readouts as the cavity is scanned over more than §deetral range (FSR).

T
(a) PRN readout

PRN Readout

-2 i i i i i i

T T T T T T
5 Digital PDH Error Signal

Error Signal [arb.]
: o

0 0.1 0.2 0.3 0.4 0.5 0.6
Time [s]

Fig. 7. Comparison of (a) DI and (b) PDH signals as the caeitygith is scanned over more
than one FSR. The techniques differ by 0.6% on the FSR. 1 F$Runed by PDH equal to
1.0063 cycles measured by digital interferometry. Not¢ the DI readout remains linear
over the entire FSR.

Analysis of this data indicates that PDH and digital intesfeetry agree on the cavity’s FSR
down to an error of 0.6%. The data shows that 1 FSR measure®Hyelguals 1.0063 cycles
measured by digital interferometry. This error could be tugolarization dependent phase
shift in the optical cavity. The 3.75 m cavity was folded taofit the optical bench and the PDH
and DI beams were orthogonally polarized inside the cavity.

4. Discussion

One possible application for digital interferometry is td & the lock acquisition of next gen-
eration interferometric gravitational wave detectorghsas Advanced LIGO [5]. The residual
motion of the Advanced LIGO test masses, predicted to be ap@mmAi/Hz, combined with
a more sophisticated optical configuration makes lock aiiipm a challenging problem. A
suspension point interferometer [6] has been proposeddiaceethis initial motion by a fac-
tor of 10 to 100 to improve the lock acquisition process. Aleralative solution is to use DI
in a closed-loop control system to reduce the initial mimootion [7]. DI's large dynamic
range ¢ 1 um) and ability to isolate the LIGO arm cavity longitudinaltiees of freedom are
well suited to such an application. A lock acquisition syst®r Advanced LIGO requires a
displacement sensitivity of better than 1 nfiz below 1 Hz and approximately 10 pgiHz
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above 1 Hz. The more stringent requirement above 1 Hz ddrivesthe need to limit actuation
at high frequencies [7].

The DI measurements presented here meet this sensitigityreenent. However, for appli-
cation to Advanced LIGO it will be critical to understand tbfect of alignment fluctuations
on the DI measurement, and in particular how such errore seih interferometer length.
Another significant challenge in applying DI to Advanced KQGs preventing measurement
contamination by the main science laser. The arm cavitiishave a circulating power of
up to 500 kW when locked to the laser frequency. Approxinyatdlv of light power will be
transmitted through the end mirror. For a 200 mW DI laser irgmwer, approximately 1 nW
will be transmitted through the arm cavity end mirror. Unthese conditions, the science laser
to DI laser power ratio will be approximately 4Gsignificantly greater than in the experiment
conducted here. Isolating the DI signal from the sciencerlasthe detection end will be im-
portant in reducing this ratio, thereby reducing the seitsinoise floor. We propose frequency
shifting the DI laser with respect to the science laser. fdiency offset of order 1 GHz would
move the science laser-LO beat note outside of the bandwidtiie photodetector. A large
frequency shift would also allow the science laser to benatieed before the photodetector,
e.g. by spatially separating the DI and science lasers wiliffraction grating or short cavity.
In combination with other isolation methods, such as cpdarizing the science and Dl lasers
and using polarization optics before detection, it shoelgbssible to reduce the contamination
to manageable levels.

5. Conclusion

Digital interferometry was used to make displacement nremsents of a Fabry-Perot cavity.
Comparison with an independent PDH locking system gave aerdpnit to the DI displace-
ment sensitivity of 5 pm/Hz at frequencies above 1 Hz. Excess noise at low frequeaties
level of 200 pm{/Hz can be accounted for by contamination of the DI measurésvignthe
PDH system used for characterization. A real-time signabetion system suitable for closed-
loop control was implemented on a single FPGA including PRNadling and a phasemeter.
DI's displacement sensitivity and large dynamic range makesuitable candidate for lock
acquisition in advanced gravitational wave detectors.
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